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Abstract—Traditionally, voice activity detection algorithms are based on any combination of general speech properties such as temporal energy variations, periodicity, and spectrum. This paper describes a novel statistical method for voice activity detection using a signal-to-noise ratio measure. The method employs a low-variance spectrum estimate and determines an optimal threshold based on the estimated noise statistics. A possible implementation is presented and evaluated over a large test set and compared to current modern standardized algorithms. The evaluations indicate promising results with the proposed scheme being comparable or favorable over the whole test set.

Index Terms—Adaptive voice activity detection, statistical decision, voice activity detection (VAD), voice activity detector.

I. INTRODUCTION

Voice activity detection (VAD) is becoming increasingly important and relevant in modern telecommunication and speech enhancement systems. This increase can be largely attributed to the desire to lower the average bit-rate of speech communication systems, whether this be for mobile telephony or VoIP communications [1].

The VAD mechanism simply decides if speech is present. This information is then used to selectively encode and transmit data in mobile telephony applications or estimate noise statistics in speech enhancement applications. The result of this selectivity is not only the aforementioned data savings, but also power savings in mobile devices [2], co-channel interference reduction in mobile telephony [3] and greater noise suppression in speech enhancement.

Traditionally, VAD algorithms are based on heuristics or fuzzy rules, and general speech properties, for example see [4]–[6]. This design methodology makes it difficult to optimize relevant parameters and obtain consistent results. Recently, attempts have been made to develop a statistical model-based VAD [7], [8]. These schemes adopt the model proposed by Ephraim and Malah. The model assumes Fourier coefficients are statistically independent Gaussian random variables [9] and is motivated by the central limit theorem. Using this model a likelihood ratio is developed and a statistical hypothesis test conducted.

The formulation of the hypothesis test presents some problem. It indicates two key parameters need to be determined, namely the a priori and a posteriori signal-to-noise ratios [9].

The problem of determining the a priori signal-to-noise ratio is addressed by estimating MMSE speech spectral amplitudes. This estimation however is undesirable, introducing complexity and a computational burden. The a posteriori signal-to-noise ratio is estimated using a scaled periodogram. Both ratios further depend on an estimate of the variance of the Fourier coefficients during periods of noise. This variance is either determined a priori or estimated using an exponential average of a scaled periodogram [10].

Further, the issue of determining the threshold for the hypothesis test is ignored. Bayesian hypothesis testing indicates a threshold should be determined on the basis of a cost or risk function [11]. This however requires a priori knowledge of the probabilities of occurrence of each hypothesis, which in this case makes determining a threshold in this manner impractical. Cho et al. addressed this and indicated a region for the threshold, but gave no specific analysis [8]. In general the threshold is set by some heuristic rule.

The schemes were reported to produce good results in both babble and vehicle noise. Sohn et al. also evaluated the scheme in Gaussian noise; however, results indicated a declining performance below 15 dB [7]. This is due, at least in part, to the method of estimation of the key parameters outlined earlier, namely a scaled periodogram. The periodogram is well known to be an inconsistent spectral estimator [12]. Typically it is shown that the variance is approximately the same size as the square of the power spectrum that is being estimated, and does not decrease with increasing data length. This high variance contributes to the reduced performance in white noise.

Another statistical scheme has been developed by McKinley and Whipple [13]. This scheme, in contrast to other statistical methods compares second-order statistics of the signal to models. Speech models are estimated from a large speech set developed off-line, and noise models are estimated during an initial silence period. The scheme was reported to produce good results in a range of environments; however, only a small test set was used. Further, the scheme is computationally expensive and complex.
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This paper proposes a statistical VAD scheme that makes no assumption about the distribution of the speech in contrast to existing statistical schemes, and instead in some sense attempts to optimally detect the presence of noise. The scheme incorporates a low-variance spectrum estimate and a statistical detection mechanism [14]. The scheme removes the need to estimate the undesirable \(\text{a priori}\) signal-to-noise ratio. Instead the scheme depends on the expected noise power spectral density and the variance of a “signal-to-noise ratio measure” estimated during periods of nonspeech activity. In this way the scheme depends on how the noise varies from frame to frame. These two aforementioned parameters are simple to estimate during an initial silence period [13].

Further, the proposed VAD addresses the issue of threshold determination. An expression is developed for a threshold based on the estimated noise statistics and the desired performance of the VAD. In this manner the proposed VAD adapts to the current noise environment and its performance can be easily altered using only a single meaningful parameter. The combination of these methods results in a statistical test that is computationally efficient and elegant in its implementation.

Finally, this paper presents a possible implementation. The proposed implementation is evaluated and compared to modern standardized algorithms, namely the ETSI AMR VAD options 1 and 2 [4] and the ITU G729 Annex B VAD [5]. The evaluation is an extension of work undertaken by Sarikaya and Hansen [15], whereby the core TIMIT TEST set was used to evaluate VAD performance in a variety of environments. The evaluation indicates that the proposed scheme yields good results through a range of different noise environments and range of signal-to-noise ratios. One of the most interesting aspects of the results is the consistent nature of the proposed algorithm, indicating a good correlation between theory and the observed results.

II. SIGNAL-TO-NOISE RATIO MEASURE

Consider the case in which a received speech signal is corrupted by stationary additive noise. The framed received signal may thus be modeled in the following way:

\[ x_k(n) = s_k(n) + v_k(n) \]  

where \(s_k(n)\) and \(v_k(n)\) are the clean speech and additive noise of the \(k^{th}\) frame respectively. It is assumed that the speech and noise are independent. It is further assumed that the noise environment is long-term stationary and the speech is short-term stationary.

In order to analyze the received signal, spectrum estimation techniques are commonly employed. Typically a periodogram is used; however, it is well known that the periodogram is an inconsistent spectral estimator. Therefore, low-variance spectrum estimation techniques should be used to accurately evaluate the spectral content of the received signal. Further, we wish to minimize the variance inherent in the spectrum estimation technique, because the proposed scheme is dependent on the estimated variance of the background noise. Therefore, it is undesirable to use a “high” variance technique, since it would influence the estimated background noise variance.

Techniques such as the Welch and Bartlett methods were investigated for this purpose. The Welch method of overlapping windows was found to give a good tradeoff between variance reduction and spectral resolution reduction. To generate a reduced variance, reduced resolution power spectral density (PSD) estimate \(\hat{P}_{xx,k}(f_l)\), where \(f_l \in \{0, 1, …, L-1\}\) is related to normalized frequency by \(f_l = 2\pi f_l / L\), \(M\) overlapping subframes with a length of \(L\) each are used. The subframes are overlapped 50% and windowed with a Hanning window. This PSD estimation technique is similar to that used in the ETSI AMR VAD option 2 [4]. The ETSI scheme averages over adjacent FFT bin magnitudes, whereas here we average over adjacent subframes.

The aforementioned low-variance spectrum estimation techniques generally do not produce coefficients that follow a zero mean Gaussian distribution. However, in order to get a tractable detection problem, a zero mean Gaussian distribution is preferable. We define the signal-to-noise ratio (SNR) measure as follows:

\[ \psi_k(f_l) = \frac{\hat{P}_{xx,k}(f_l)}{\hat{P}_{vv}(f_l)} - 1 \]  

where \(\hat{P}_{xx,k}(f_l)\) is the expected value of the noise PSD and \(\hat{P}_{xx,k}(f_l)\) is the PSD of the current frame \(k\). The measure represents the ratio of an instantaneous PSD estimate to a long average of the noise PSD. The SNR measure is closely related to the average SNR of the signal, and in fact during speech activity the expected value of the measure is the true average SNR of the signal for a particular spectral bin \(f_l\).

The expected value of the noise PSD is calculated as the sample mean over an initial period of nonspeech activity. This is found as

\[ \hat{P}_{vv}(f_l) = \frac{1}{K} \sum_{k=0}^{K-1} P_{xx,k}(f_l) \]  

where \(K\) is the number of frames during the initial period.

A. Expected Value of SNR Measure

It is important to understand the behavior of the SNR measure. To that end the expected value of the measure during periods of nonspeech activity should be evaluated. During these periods only noise is present, thus the SNR measure becomes

\[ \psi_k(f_l) = \frac{\hat{P}_{vv,k}(f_l)}{\hat{P}_{vv}(f_l)} - 1 \]  

where \(\hat{P}_{vv,k}(f_l)\) is the PSD estimate of the noise. Taking the expected value of (4)

\[ E[\psi_k(f_l)] = E \left[ \frac{\hat{P}_{vv,k}(f_l)}{\hat{P}_{vv}(f_l)} - 1 \right] \]

\[ E \left[ \hat{P}_{vv,k}(f_l) \right] = 1 \]

\[ E \left[ \hat{P}_{vv}(f_l) \right] = 0. \]

Therefore, the expected value of the SNR measure during periods of nonspeech activity can be assumed to be close to zero.
B. Variance of SNR Measure

Similarly, the variance of the measure can be determined, again under the condition that speech is absent. The variance of the SNR measure becomes

$$\sigma^2(f_i) = E \left[ (\psi_k(f_i) - E[\psi_k(f_i)])^2 \right]$$

$$= E \left[ \psi_k^2(f_i) \right].$$

Therefore the variance of the SNR measure during periods of nonspeech activity may be estimated by finding the average square of the SNR, during these periods.

C. Distribution of SNR measure

Finally the statistical nature of the measure should be evaluated. The distribution of the periodogram $P_{xx,k}(f)$ has been investigated on many occasions and has been shown to be Chi-square ($\chi^2$) distributed with two degrees of freedom [16]. Therefore, the low-variance PSD estimate $P_{xx,k}(f_i)$ is made up of a sum of $M \chi^2$ random distributions with two degrees of freedom each where $M$ is the number of subframes, resulting in a $\chi^2$ distribution with $2M$ degrees of freedom. The SNR is made by scaling $P_{xx,k}(f_i)$ by the constant $\hat{P}_{xx}(f_i)$ and shifting the mean by $-1$. The SNR $\psi_k(f_i)$ may thus be considered to be $\chi^2$ distributed with $2M$ degrees of freedom; however, in practice the distribution may have fewer than $2M$ degrees of freedom due to the overlapping of the subframes.

Using the Welch method with overlapping windows, $M$ becomes large. The distribution of $\psi_k(f_i)$ thus tends toward Gaussian [11]. As such the SNR estimate may be considered to follow a Gaussian distribution.

In order to validate this, the SNR measure was experimentally calculated in a range of noise environments. The measure was found to follow closely a Gaussian distribution in stationary noise environments such as Gaussian noise, pink noise, and HF channel noise as taken from the NOISEX-92 database. In highly variable environments such as babble and vehicle noise, the assumption is violated. Normalized histograms along with a Gaussian fit with zero mean can be seen in Figs. 1–3. The figures represent the Gaussian, vehicle, and babble noise environments as taken from the NOISEX-92 database. The effect of the Gaussian assumption failing is reduced performance in the affected environment. This is generally manifested as false alarms, due to the long tails on the probability density function (pdf). This phenomenon can be seen in the evaluation where the babble noise environment is considered.

III. STATISTICAL DETECTION USING THE SNR MEASURE

In general, signal detection may be viewed as the problem of deciding between two possibilities. When applied here, this problem becomes one of deciding if speech is present or not. In order to make this decision, two hypotheses are considered, the null and alternative. The null represents the case where only noise is present and the alternative represents the case where...
both speech and noise are present. These can be represented in the following manner:

\[ H_0 : \psi_k(f_i) = \frac{P_{\text{rv}}(f_i)}{P_{\text{rv}}(f_i)} - 1 \]

\[ H_1 : \psi_k(f_i) = \frac{P_{\text{rv}}(f_i) + P_{\text{sn}}(f_i)}{P_{\text{rv}}(f_i)} - 1 \]

where \( H_0 \) represents the null hypothesis, \( H_1 \) represents the alternative and \( P_{\text{sn}}(f_i) \) is a PSD estimate of the speech in the \( f_i \)th spectral bin. This representation comes about as per the independence assumption in (1).

In order to decide between the two possibilities, traditionally a likelihood ratio is found. This is realized by finding the ratio of the assumed pdfs, under the null and alternative. The likelihood ratio is then compared to a threshold. This threshold ideally should be found by considering a cost function and \textit{a priori} probabilities of occurrence of each hypothesis. This threshold however is often heuristically found due to problems inherent in estimating the cost function and \textit{a priori} probabilities. A decision is finally made by determining if the likelihood ratio is larger than the threshold or not, and thus if the alternative or null hypothesis is present.

Here we wish to make a statistical detection without assuming any prior knowledge of the distribution of the speech signal, \textit{a priori} probabilities of occurrence of each hypothesis or the cost function. We will only assume that the SNR measure, during periods of nonspeech activity, is zero mean and distributed in a Gaussian manner, and that under the alternative, the introduction of speech introduces some significant shift in mean. For high-SNR conditions, this assumption will be valid; however, as the SNR decreases the assumption will begin to become violated during low-energy portions of speech. We will thus model the pdf of the SNR measure during periods of nonspeech activity as

\[ p(\psi_k(f_i) | H_0) = \frac{1}{\sqrt{2\pi\sigma^2_{\psi_k}(f_i)}} \exp \left( -\frac{\psi^2_k(f_i)}{2\sigma^2_{\psi_k}(f_i)} \right) \]  

(7)

where \( \sigma^2_{\psi_k}(f_i) \) is the variance of the SNR measure during periods of nonspeech activity in the \( f_i \)th spectral bin.

Rather than comparing a test statistic like the likelihood ratio to a threshold, we will instead directly compare the SNR measure to a threshold. We will represent this comparison as

\[ \psi_k(f_i) \geq \bar{\psi}_k^{H_0} \]

(8)

where \( \bar{\psi}_k^{H_0} \) is the threshold in the \( f_i \)th spectral bin.

The problem at hand now becomes one of determining this threshold in some best manner. Considering the Gaussian assumption, we investigate the false-alarm probability, \( Pr(\bar{\psi}_k^{H_0} < \psi_k(f_i) | H_0) \). A false alarm is realized when the SNR measure is larger than the threshold, given the null hypothesis is present. We may analytically determine the
threshold by considering the false-alarm probability and the assumed pdf under the null hypothesis

\[
P_r(\eta_k(f_i) < \psi_k(f_i)|H_0) = \int_{\eta_k(f_i)}^{\infty} \frac{1}{\sqrt{2\pi} \sigma_{v,k}^2(f_i)} \exp\left(\frac{-y^2}{2\sigma_{v,k}^2(f_i)}\right) dy \tag{9}
\]

It is clear that this threshold \(\eta_k(f_i)\) can be determined from the stated false-alarm probability \(P_r(\eta_k(f_i) < \psi_k(f_i)|H_0)\). Manipulating (9) we find

\[
P_r(\eta_k(f_i) < \psi_k(f_i)|H_0) = \int_{\eta_k(f_i)}^{\infty} \frac{1}{\sqrt{2\pi} \sigma_{v,k}^2(f_i)} \exp\left(\frac{-y^2}{2\sigma_{v,k}^2(f_i)}\right) dy
\]

\[
= \frac{1}{\sqrt{2\pi} \sigma_{v,k}^2(f_i)} \exp\left(\frac{-\eta_k^2(f_i)}{2\sigma_{v,k}^2(f_i)}\right)
\]

\[
= \frac{1}{2} \operatorname{erfc}\left(\frac{\eta_k(f_i)}{\sqrt{2\sigma_{v,k}^2(f_i)}}\right)
\tag{10}
\]

where \(\operatorname{erfc}(u)\) is the complementary error function [17]. Solving for \(\eta_k(f_i)\) we find the threshold

\[
\eta_k(f_i) = \sqrt{2\sigma_{v,k}^2(f_i)} \cdot \operatorname{erfc}^{-1}(2P_{fa})
\tag{11}
\]

where \(P_{fa}\) is the probability of false alarm. In this manner we may set the threshold as determined by the noise statistics, and desired system performance, namely the false-alarm probability.

The final decision is made by a comparison of means

\[
\frac{1}{L} \sum_{f=0}^{L-1} \psi_k(f_i) \geq \eta^H_0 \quad \frac{1}{L} \sum_{f=0}^{L-1} \eta_k(f_i) \tag{12}
\]

where \(H_1\) is decided if the average SNR is larger than or equal to the average threshold, otherwise \(H_0\) is decided. This final decision rule was determined empirically; however, it is interesting to note that a decision may also be made in each spectral bin independently by comparing \(\psi_k(f_i)\) to \(\eta_k(f_i)\) for each \(f_i\). Such a comparison would be equivalent to an optimal test in each spectral bin based on the noise statistics and further, would provide an independent VAD decision in each bin.

A. Discussion

The proposed VAD scheme only considers the statistics of the noise, and disregards statistical information about the speech signal. Further, the proposed scheme relies solely on the assumption that there will be a significant shift in mean during periods of speech activity. If the proposed scheme were implemented with no constraints on the estimated noise statistics, the
scheme would fail in highly variable noise environments. This is because the fundamental assumption that the speech introduces a significant shift in mean will be violated, due to the high variance of the noise. The resulting VAD would then exhibit undesirable behavior, whereby significant false rejections (or misdetections) would occur in highly variable noise environments such as the babble noise environment. To guard against this, appropriate constraints need to be placed on the estimated variance of the noise. This is implemented in the proposed scheme by limiting the threshold. These constraints effectively tradeoff false rejections for false alarms.

Further, an interesting point is that the developed threshold is in fact SNR independent. The threshold depends only on the background noise statistics. The lower the variance in a particular spectral bin, the lower the threshold. Hence, the less the noise background environment changes with time (i.e., it has a low variance), the better the scheme will perform. However, as the SNR becomes lower, the fundamental assumption that there will be a significant shift in mean during periods of speech becomes weaker. Low energy portions of speech are first to be falsely rejected. In order to counter this a hangover scheme is incorporated.

It is interesting to examine the detection problem if it were derived by including the speech statistics. Usually a likelihood ratio is formed then a Bayes test or similar performed, for example see [7] and [8]. Here, however, we will compare the SNR measure directly to a threshold determined by considering the probability of detection, rather than the probability of false alarm. By doing this we may directly compare the different optimization criteria. To examine this, we assume a Gaussian pdf under the alternative, with a nonzero mean

\[
p(\psi_k(f_k)|H_1) = \frac{1}{\sqrt{2\pi\sigma_{\psi+\nu,k}^2}} \exp\left(-\frac{[\psi_k(f_k) - \mu_\psi(f_k)]^2}{2\sigma_{\psi+\nu,k}^2}\right)
\]

where \(\mu_\psi(f_k)\) is the mean of the SNR measure in the \(f_k\) spectral bin during speech periods and \(\sigma_{\psi+\nu,k}^2\) is the variance of the SNR measure during speech periods in the \(f_k\) spectral bin. We may follow a similar procedure as for the false-alarm rate and determine the best threshold based on the correct detection rate (deciding the alternative, given the alternative is present)

\[
Pr(\eta_k(f_k) < \psi_k(f_k)|H_1) = \int_{\eta_k(f_k)}^{\infty} \frac{1}{\sqrt{2\pi\sigma_{\psi+\nu,k}^2}} \exp\left(-\frac{[\psi_k(f_k) - \mu_\psi(f_k)]^2}{2\sigma_{\psi+\nu,k}^2}\right) df_k
\]

\[
= \frac{1}{\sqrt{2\pi}\sigma_{\psi+\nu,k}} \exp\left(-\frac{y^2}{2}\right) dy
\]

\[
= \frac{1}{\sqrt{2\pi}\sigma_{\psi+\nu,k}} \exp\left(-\frac{\eta_k^2(f_k) - \mu_\psi(f_k)^2}{2\sigma_{\psi+\nu,k}^2}\right).
\]

Rearranging as before, we find

\[
\eta_k(f_k) = \sqrt{2\sigma_{\psi+\nu,k}^2} \cdot \text{erfc}^{-1}(2P_c) + \mu_\psi(f_k)
\]

where \(P_c\) is the probability of correct detection. Here we see that a threshold determined in such a manner is dependant on one extra parameter, the mean of the SNR measure during speech periods and also on the variance of the SNR measure during speech periods. Further, it is common to assume that background noise is long-term stationary, whereas speech is not long-term stationary. Thus, the problem becomes one of estimating these parameters. Herein lies the difficulty, since speech is only quasi-present, therefore during periods of nonspeech activity it would not be possible to determine the threshold, such as before the initial occurrence of speech. This nonstationary manner makes it counter-intuitive to estimate the threshold based on the speech statistics.

However, if a threshold were to be determined from speech statistics two possible scenarios should be considered. Firstly generate short-term estimates of the speech statistics from frame to frame, resulting in a threshold that will vary from frame to frame. Or, secondly use long-term estimates to determine the speech statistics, this will result in poor performance because of the nonstationary nature of the speech. It therefore makes intuitive sense to optimize the threshold based on the assumed stationary noise statistics.

**IV. HANGOVER SCHEME**

In a practical implementation, a hangover scheme is required to lower the probability of false rejections [7]. The hangover scheme does this by reducing the risk of a low-energy portion of speech at the end of an utterance being falsely rejected, by arbitrarily declaring a period of speech activity after a period of speech activity has already being detected. This is based on the idea that speech occurrences are highly correlated with time. A hangover scheme can be implemented as a state machine and is also well visualized in this manner.

Fig. 4 shows the state machine hangover scheme as implemented in the VAD. The parameter \(D\) in the figure indicates the decision as made by testing the SNR with the threshold. \(D\) is assigned 1 if the SNR is larger than or equal to the threshold or 0 if the SNR is less than the threshold. This slightly biases the VAD toward an active decision. This value is then used to determine which state the machine should be in. The parameter \(VAD\) then specifies the final VAD decision.

Initially the hangover scheme is in the noise state, indicating no speech is present. The final VAD decision at this point is inactive (\(VAD = 0\)). The parameter \(D\) is now used to determine how the hangover scheme should proceed. When \(D = 1\), the state machine begins to progress through the transition states toward the speech state. At this point it is not clear if speech is present or not, because the parameter \(D\) may have been the result of a false alarm.

After four consecutive indications that speech is present \((D = 1)\), the hangover scheme will enter the speech state. Four states are chosen because of the low probability of four consecutive false alarms. The hangover scheme will remain in this state until the parameter \(D\) indicates speech is no longer present \((D = 0)\).
When this event occurs, the hangover scheme will begin to progress through transition states toward the noise state. This is required because there is some ambiguity whether speech is still present, due to the fact that the result $D = 0$ may be attributed to a false rejection. After ten consecutive noise indications ($D = 0$), the hangover scheme will again enter the noise state and wait for a speech indication ($D = 1$). Ten consecutive states were chosen because this represents 100 ms, at 8000-Hz sampling frequency with 50% overlap and 20-ms length frames, which we found was generally enough to bridge a falsely rejected phone.

The hangover scheme influences the behavior of the VAD in two distinct ways.

- First, the scheme provides a quick transition from inactive to active. This is because speech activity is unconditionally declared if the statistical test indicates speech is present, even if the result may be attributed to a false alarm.
- Second, the scheme delays the transition from active to inactive. Meaning even if the statistical test indicates no speech is present, the VAD will not necessarily decide no speech activity, but will begin to progress through the transition states to the noise state. This effectively delays the transition from active to inactive and results in a reduction in false rejections. This behavior however may result in an increase of false alarms, especially in high-SNR environments.

The hangover scheme in [7] is based on a complex Markov modeling architecture requiring iterative evaluation of joint observation and state probabilities. The empirical scheme we propose involves a simple implementation in either hardware or software, very low memory and computational requirements and high effectiveness. The scheme is however based solely on the idea that speech occurrences are highly correlated with time and further that some hangover will always be required. This assumption may possibly result in an increase of false alarms through the addition of erroneous hangover, especially in high-SNR environments.

### Table I

<table>
<thead>
<tr>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_k(f_1)_{MAX}$</td>
<td>1.5</td>
</tr>
<tr>
<td>$\eta_k(f_1)_{MIN}$</td>
<td>0.45</td>
</tr>
<tr>
<td>$P_{FCA,MIN}$</td>
<td>0.001</td>
</tr>
<tr>
<td>$\alpha_{C_w}(f_1)$</td>
<td>0.75</td>
</tr>
<tr>
<td>$\alpha_{FW}$</td>
<td>0.999</td>
</tr>
<tr>
<td>$\alpha_{2}$</td>
<td>0.35</td>
</tr>
<tr>
<td>$\alpha_{n'}$</td>
<td>0.75</td>
</tr>
<tr>
<td>$L$</td>
<td>16</td>
</tr>
<tr>
<td>$M$</td>
<td>19</td>
</tr>
<tr>
<td>$P_{F_A}$</td>
<td>5%</td>
</tr>
</tbody>
</table>

### V. IMPLEMENTATION

Several factors need to be considered when implementing the proposed VAD for a practical application. In order to ensure proper operation in a variety of environments, factors such as the threshold, noise power and spectral resolution need to be considered. The presented parameter values are suitable for general applications.

One key factor is the adaptive threshold. The threshold should be constrained between an upper and lower limit. This effectively limits the estimated variance of the background noise. This constraint implies that there is always some assumed noise variability; however, the variability is less than some upper boundary. The use of this upper boundary effectively trades false rejections for false alarms in highly variable environments such as the babble noise environment. This limiting is applied by clamping $\eta_k(f_1)$ between an upper limit $\eta_k(f_1)_{MAX}$ and a lower limit $\eta_k(f_1)_{MIN}$. Through observation appropriate values for the constraints were found and are presented in Table I.

Another important aspect of the VAD implementation is the expected noise power estimate $P_{SNR}(f_1)$. If this value becomes small, it is possible for the SNR measure to tend toward infinity. Therefore, $P_{SNR}(f_1)$ should be constrained to a lower level.
This constraint however may introduce some bias to the SNR measure during periods of high SNR. The constraint is applied by limiting \( \hat{P}_{uv}(f_i) \) to be larger or equal to a minimum value \( \hat{P}_{uv,MIN} \). Through observation a value of 0.001 was found to give good performance for normalized input data; see Table I.

A further point to consider is smoothing of the SNR measure. The authors of [8] noted that smoothing of the likelihood ratio across time resulted in increased performance, this can be contributed to the variance reduction the smoothing generates. The SNR measure is however a low-variance estimate and no further variance reduction is required, the SNR measure however should be smoothed using a conditional exponential average. This average should be applied during decaying periods [18]. The averaging is applied in the following manner:

\[
\psi_k(f_i) = (1 - \alpha_{\psi_k}(f_i)) \cdot \psi_k(f_i) + \alpha_{\psi_k}(f_i) \cdot \psi_{k-1}(f_i),
\]  

(16)

The coefficient \( \alpha_{\psi_k}(f_i) \) is determined as follows:

\[
\alpha_{\psi_k}(f_i) = \left\{ \begin{array}{ll}
\alpha_{C,\psi_k}(f_i) & \psi_k(f_i) \leq \psi_{k-1}(f_i) \\
0 & \psi_k(f_i) > \psi_{k-1}(f_i)
\end{array} \right.
\]

(17)

where \( \alpha_{C,\psi_k}(f_i) \) is the averaging coefficient and \( \alpha_{C,\psi_k}(f_i) \) is a constant value. The conditional smoothing is not used as a variance reduction mechanism, but as a method to delay the transition from a high-energy portion of speech to a low-energy portion. This is done in an attempt to bridge low-energy portions of speech in the middle of an utterance, that directly follow a high-energy portion, in effect an energy dependent short hangover mechanism. Through practical observations an appropriate value for \( \alpha_{C,\psi_k}(f_i) \) was found and is presented in Table I.

Further averaging is required to smooth the threshold \( \eta'_k(f_i) \) and variance \( \sigma^2_{\psi,k}(f_i) \) estimates. This averaging is applied in an exponential manner similar to (16). The smoothing coefficients \( \alpha_{\eta'} \) and \( \alpha_{\sigma^2_{\psi}} \), that have been found to produce good results, respectively, are presented in Table I.

It is also possible to update the noise PSD estimate \( \hat{P}_{uv}(f_i) \). This may be done recursively during periods of nonspeech activity. The update should be slow and reflect the assumed stationarity of the background noise. With this in mind the noise PSD estimate is updated using an exponential average with coefficient \( \alpha_{P_{uv}} \). An appropriate value for this was found through observation and is presented in Table I.

Spectral resolution also needs to be carefully considered. The resolution needs to be such that it is wide enough to suitably reduce the variance while simultaneously not encompassing too much bandwidth. For a sampling frequency of 8000 Hz, it was found that eight bands with a bandwidth of 500 Hz each were appropriate. Therefore, the appropriate subframe length \( L_s \) was found to be 16. With a frame length of 160 samples, this results in \( M = 19 \) overlapping subframes at 50% overlap.

Finally, the probability of false alarm should also be considered. This value changes the sensitivity of the VAD. A low value will result in a sensitive VAD producing increased false alarms, whereas a high value will result in a less sensitive VAD that exhibits increased misrejections. This one parameter can be used to easily control the behavior of the VAD. Through testing an appropriate value for this was found to be 5%.
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Fig. 5. Implemented system block diagram.

A. Final System

The final implemented system is shown in Fig. 5. Initially the raw data \( x(n) \) is framed into 20-ms frames with 50% overlap between frames. The Welch method of overlapping subframes is used to estimate the reduced-variance, reduced-resolution PSD, \( P_{xx,k}(f_i) \). A high-pass filter is also applied at this point to remove undesirable low-frequency components. Following that, the SNR \( \psi_k(f_i) \) is calculated using the noise power \( \hat{P}_{uv}(f_i) \) and the current PSD estimate. The current SNR \( \psi_k(f_i) \) is then applied to a short exponential average over time. The arithmetic mean over frequency is then found and compared to the threshold \( \eta' \).

The threshold \( \eta' \) is found by first calculating the variance of the SNR measure during periods of noise \( \sigma^2_{\psi,k}(f_i) \). This variance is then exponentially averaged over time. The threshold \( \eta'_k(f_i) \) is then calculated according to (11). This threshold is also exponentially averaged over time. The arithmetic mean over frequency of the threshold is then found and compared to the SNR, resulting in the preliminary decision \( D \).

After the comparison,
the preliminary decision \( D \) is subjected to the hangover scheme as described in Section IV. Finally, a decision is made.

The averaging and hangover scheme play an integral role in the VAD decision. Fig. 6 shows an example of the SNR measure and threshold as estimated with no exponential averaging or hangover, for a 10-s speech utterance in Gaussian noise with an average SNR of 5 dB. Note, updating of the noise PSD is still active. The utterance chosen was a sequence of spoken digits, both continuous and discrete, “eight seven three, silence, nine, silence, eight, silence, four six, silence, one six one.” The final VAD decision is also shown along with the clean utterance waveform. The final VAD decision shows poor detection of low-energy phonemes such as the fricatives /s/ and /th/ in seven and three respectively. Conditional exponential averaging and a hangover scheme may be employed to reduce this behavior.

Fig. 7 indicates the SNR measure and threshold as estimated with exponential averaging and the hangover scheme active. The effect of the averaging and hangover are clear. The false rejections have been reduced; however, there is an accompanying increase in false alarms. This increase is, however, preferable to a large amount of false rejections.

VI. VOICE ACTIVITY DETECTOR EVALUATION

Using the implemented system outlined in Section V-A, the effectiveness of the proposed algorithm was evaluated. Surveying literature indicates two distinct schools pertaining to VAD evaluation, namely subjective and objective evaluation. In general, subjective evaluation methods attempt to determine the effect of erroneous VAD decisions on human perception [19]. Tests such as the ABC [19] however do not take into consideration the effect of false alarms and as such are inappropriate for a thorough evaluation of VAD performance. Therefore, in order to evaluate the performance of the proposed scheme objective evaluation was used. A testing strategy has previously been presented by Freeman et al. [20] and further by Beritelli et al. [6]. We apply that strategy whereby the output of the VAD is compared to a set of ideal decisions. This comparison yields five parameters indicating VAD performance, after Beritelli et al. [6].

- **FEC (front end clipping):** Clipping due to speech being misclassified as noise in passing from noise to speech activity.
- **MSC (mid speech clipping):** Clipping due to speech misclassified as noise during an utterance.
- **OVER (over hang):** Noise interpreted as speech due to the VAD flag remaining active in passing from speech activity to noise.
- **NDS (noise detected as speech):** Noise interpreted as speech within a silence period.
- **Correct (correct VAD decision):** Correct decisions made by the VAD.

The clipping parameters (FEC and MSC) collectively maybe interpreted as indicators of false rejections and therefore should be minimized. The OVER and NDS parameters give an indication of false alarms and should also be minimized to yield best system performance. The correct parameter should be maximized and indicates the amount of correct decisions made by the VAD under test.

In order to gain a comparative analysis of the proposed VADs performance, several modern standardized VAD schemes were also evaluated. The schemes used were the two ETSI AMR VADs options 1 and 2 [4] and the ITU G.729 Annex B VAD [5]. The implementations were taken from the authors C implementations respectively [21], [22]. All baseline schemes include a hangover scheme within their algorithm description and are standardized, thus suitable for a general comparison. Data was resampled to 8000 Hz and requantized to 13-bit precision if required.

One important aspect of the comparison is the differing frame lengths used. The proposed scheme produces a decision every 10 ms, as does the G.729B VAD. The AMR VADs produce decisions every 20 ms. In order to compare the two, the decisions produced by the AMR VADs were compared to a set of ideal

1This varies from the traditional four through the introduction of the correct parameter.
decisions generated every 20 ms from samplewise hand-labeled data. The G729B VAD and the proposed scheme were both compared to a set of ideal decisions generated every 10 ms from samplewise hand-labeled data.

Sarikaya and Hansen [15] noted that the choice of test data is important in VAD evaluation, since it is simple to optimize a particular scheme for a small test set. Here, we have thus used the entire TIMIT TEST corpus, consisting of 168 individual speakers each speaking 10 sentences. Sentences were concatenated in sets of four and silence was inserted between sentences. The amount of silence between sentences was randomly chosen; however, the total amount of silence in the set was constrained to be 60% of samples, this included silence inherent in the sentences such as pauses. The resulting set thus

| ENVIRONMENT | VAD PERFORMANCE FOR VARIOUS SNRs AND NOISE ENVIRONMENTS
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise</td>
<td>AMR VAD OPTION 1</td>
</tr>
<tr>
<td></td>
<td>Correct</td>
</tr>
<tr>
<td>Gaussian</td>
<td></td>
</tr>
<tr>
<td>0.00dB</td>
<td>75.32</td>
</tr>
<tr>
<td>5.00dB</td>
<td>85.73</td>
</tr>
<tr>
<td>10.00dB</td>
<td>91.67</td>
</tr>
<tr>
<td>15.00dB</td>
<td>95.32</td>
</tr>
<tr>
<td>20.00dB</td>
<td>97.09</td>
</tr>
<tr>
<td>25.00dB</td>
<td>97.34</td>
</tr>
<tr>
<td>Gaussian Average</td>
<td>90.41</td>
</tr>
<tr>
<td>Babble</td>
<td></td>
</tr>
<tr>
<td>0.00dB</td>
<td>63.78</td>
</tr>
<tr>
<td>5.00dB</td>
<td>68.23</td>
</tr>
<tr>
<td>10.00dB</td>
<td>72.94</td>
</tr>
<tr>
<td>15.00dB</td>
<td>80.71</td>
</tr>
<tr>
<td>20.00dB</td>
<td>90.40</td>
</tr>
<tr>
<td>25.00dB</td>
<td>95.78</td>
</tr>
<tr>
<td>Babble Average</td>
<td>78.64</td>
</tr>
<tr>
<td>Vehicle</td>
<td></td>
</tr>
<tr>
<td>0.00dB</td>
<td>97.08</td>
</tr>
<tr>
<td>5.00dB</td>
<td>97.41</td>
</tr>
<tr>
<td>10.00dB</td>
<td>97.42</td>
</tr>
<tr>
<td>15.00dB</td>
<td>97.05</td>
</tr>
<tr>
<td>20.00dB</td>
<td>96.26</td>
</tr>
<tr>
<td>25.00dB</td>
<td>95.66</td>
</tr>
<tr>
<td>Vehicle Average</td>
<td>96.81</td>
</tr>
<tr>
<td>Average</td>
<td></td>
</tr>
<tr>
<td>ITU-T G729B VAD</td>
<td>88.62</td>
</tr>
<tr>
<td>Proposed Scheme</td>
<td>80.60</td>
</tr>
<tr>
<td>Gaussian Average</td>
<td>70.39</td>
</tr>
<tr>
<td>Babble</td>
<td></td>
</tr>
<tr>
<td>0.00dB</td>
<td>64.35</td>
</tr>
<tr>
<td>5.00dB</td>
<td>68.14</td>
</tr>
<tr>
<td>10.00dB</td>
<td>71.87</td>
</tr>
<tr>
<td>15.00dB</td>
<td>77.82</td>
</tr>
<tr>
<td>20.00dB</td>
<td>87.65</td>
</tr>
<tr>
<td>25.00dB</td>
<td>94.19</td>
</tr>
<tr>
<td>Babble Average</td>
<td>77.34</td>
</tr>
<tr>
<td>Average</td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>86.11</td>
</tr>
</tbody>
</table>
consisted of 186 min of speech data, of which 40% was active samples, which is the amount of speech activity in a typical telephone conversation [3]. This data consisted of 1680 different spoken sentences, encompassing all phones and eight different dialects as defined in the TIMIT set.

The whole set was samplewise hand labeled from phone transcriptions. A frame of speech was considered active if the majority of the frame was active as based on the samplewise hand labeled data. Several noise environments were artificially added to the test set at varying SNRs. The noise used was taken from the NOISEX-92 database and consisted of babble, Gaussian, and vehicle noise. Including different noise environments and SNRs, the entire testing set consisted of 46.5 h of noisy speech. Results are presented in Table II.

VAD performance comparison is complicated and should be considered carefully. Ideally, a VAD should maximize the correct rate, and minimize all errors. However failing this, the affect different types of errors have on the discontinuous speech signal (speech signal with nonspeech periods removed and comfort noise inserted) should be considered. The purpose of a VAD in the context of a telephone conversation is to enable data savings by not transmitting nonspeech periods, while maintaining speech quality. Speech quality should be of utmost importance. Therefore, is it important to note the affect that each of the different errors have on speech quality.

Clipping errors such as FEC and MSC are a worst case scenario in terms of speech quality degradation. They remove portions of speech from the original signal, resulting in reduced speech intelligibility. These errors should thus be avoided at all costs.

In contrast, insertion errors such as NDS and OVER do not have any affect on speech quality. They do however result in reduced effectiveness of the VAD scheme. These errors are therefore secondary to clipping errors, which reduce speech intelligibility. A relationship between these two errors, for example, one insertion error equals two clipping errors, is difficult to determine. Here we will use the broad notion that clipping errors are less desirable than insertion errors.

Examining Table II we note some interesting points.

- Both the ETSI schemes have very close average correct detection rates, with 0.23% separating the two.
- Excluding the OVER metric, the ITU-T G729 scheme exhibited the worst average results over the test set.
- Generally the largest contributor to total error was insertion errors rather than clipping errors.
- Clipping errors were generally worst in the Gaussian noise environment.

In more detail we see the proposed scheme exhibited the highest average correct detection rate. It was more than 4% higher than the ETSI schemes and 16% higher than the ITU-T G729 scheme. This is a good result; however, it is important to investigate the sources of error, since clipping errors are less desirable than insertion errors.

As noted earlier clipping errors are a worst case scenario for VAD schemes and should be avoided. The ETSI AMR VAD Option 2 scheme exhibited the lowest average clipping (FEC+MSC) over the entire test set. This was closely followed by the proposed scheme which lagged behind by 0.4%. Clipping errors play a large role in speech intelligibility as mentioned earlier, and high FEC can result in unintelligible speech. The proposed scheme had an average of 18.5× higher FEC in the vehicle noise environment as compared to the ETSI AMR VAD Option 2, which can have a derogatory affect on speech intelligibility in discontinuous transmission applications. This is possibly due to the fact that the proposed scheme is optimized for insertion errors, rather than clipping errors. The results highlight the possibility that the authors of the ETSI schemes were in contrast attempting to optimize for clipping errors such as these, since they play a large role in speech intelligibility, and the schemes are primarily for mobile telephony applications.

Insertion errors should be minimized to ensure the VAD is as effective as possible. The proposed scheme had the lowest average NDS over the entire test set. The proposed scheme also had a low average OVER rate, coming in at more than 50% better than the ETSI AMR VAD Option 2 scheme. This is an interesting result, since the proposed scheme is optimized for insertion errors. This complements the previous result, and again highlights the possibility that the ETSI VAD schemes are optimized for clipping errors.

It is interesting to study the babble noise test at this point. We see that the majority of error is due to insertion errors. We also see that the proposed scheme performs well in this environment, offering quite a large reduction in insertion errors. This is due to the fact that the scheme is optimized for insertion errors, in contrast to the baseline schemes that appear to be optimized for clipping errors.

A further interesting result is the constant NDS rate exhibited by the G729B VAD in the Gaussian noise environment. This result implies that the VAD is insensitive to input level, this is a good characteristic for a VAD to have. In contrast we see all other schemes exhibited some form of level sensitivity in varying NDS rates with differing SNR. It is also interesting to see that all schemes exhibited a reducing OVER rate as the SNR became lower in the Gaussian noise environment. This indicates that the hangover schemes became more effective as the SNR decreased. It is interesting that this is the case for all schemes tested.

Considering the proposed scheme performance in the Gaussian noise environment, we see the MSC rate increases with falling SNR. This is because the assumption that the speech introduces a significant shift in mean begins to fail, thus resulting in false rejections during low-energy portions of speech. Further, examining the behavior of the proposed scheme in the babble noise environment, we see that the NDS rate is not constant as expected, and in fact becomes greater with falling SNR. This is because during the high-SNR periods, the estimated noise level $\hat{P}_{n,k}(f_i)$ is lower than the minimum allowed noise level. The minimum is thus stored as the noise level and the SNR becomes biased toward $-1$ and the perceived variance is reduced. Finally, it is also an interesting point that the scheme has a much lower false-alarm rate than the 5% that was used in the implementation. This is because of the upper and lower constraints placed on the threshold, the averaging of the SNR and the fact the hangover scheme influences false alarms.

In summary, the proposed scheme presents a good alternative to standardized algorithms. It exhibits a consistent correct rate over a variety of noise environments and conditions. It has lower average NDS than all standardized algorithms over the test set and has low FEC and MSC while maintaining a low
OVER rate. These characteristics make it a simple and reliable choice for many VAD applications. Further, the scheme requires only low computation time and memory. In the implementation presented here, 19 16-point real FFTs are required with only marginal further additions, multiplications and divisions per 10 ms of signal. Memory requirements are kept low by utilizing exponential averages that require only the previous averaged value. This low-complexity approach further increases the suitability of the proposed scheme as an alternative to standardized algorithms.

VII. CONCLUSION AND FUTURE WORK

A novel voice activity detection method based on a statistical decision mechanism has been presented. The proposed VAD incorporates a low-variance spectrum estimation technique and a method for determining an adaptive threshold based on noise statistics. These innovations result in a statistical test that is simple and elegant, whilst maintaining a high detection rate and a low error rate. A possible algorithm implementation has been outlined along with a state machine based hangover scheme. The implementation was tested and compared to current standardized VAD algorithms.

The simplicity of the proposed VAD coupled with the encouraging results, mathematical tractability and high detection consistency make it a good alternative to current schemes. The behavior of the VAD is easily altered by changing one meaningful parameter, and as such makes the VAD well suited to varying applications.

There is still significant room for further research in this field of practical importance. Further avenues of investigation include the following.

- Investigation of alternative or possibly arbitrary distributions for characterization of the distribution of the SNR measure during periods of noise.
- Determination of an optimal weighting scheme for the spectral bins used during calculation of the average SNR.
- Use of minimum statistics to estimate the expected noise PSD during both periods of speech and nonspeech activity [23].
- Investigation of an SNR based hangover scheme where the amount of hangover addition is determined by the estimated SNR.
- Investigation and comparison of different hangover schemes.
- Investigation of different low-variance spectrum estimation techniques.
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