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Abstract

This paper is to develop a power penalty method for a linear parabolic variational inequality (VI) in two spatial dimensions governing the two-asset American option valuation. This method yields a two-dimensional nonlinear parabolic PDE containing a power penalty term with penalty constant $\lambda > 1$ and a power parameter $k > 0$. We show that the nonlinear PDE is uniquely solvable and the solution of the PDE converges to that of the VI at the rate of order $O(\lambda^{-k/2})$. A fitted finite volume method is used to solve the nonlinear PDE, and some numerical experiments are performed to illustrate the usefulness of this method.

1 Introduction

An option is a contract tradable in a financial market which gives to its owner the right to buy (call option) or to sell (put option) a fixed quantity of a specified asset or stock at a fixed price (exercise or strike price) on (European option) or before (American option) a given date (expiry date). The market prices of the rights to buy and to sell are called call prices and put prices, respectively. Clearly, the price of an option is dependent on the market price(s) of its underlying stock(s). How to valuate an option has long been a hot topic for financial engineers, economists and mathematicians. In the case of a European type option on a single asset, it was shown by Black and Scholes (cf. [4]) that the price of the satisfies a second-order partial differential equation with respect to the time horizon $t$ and the underlying asset price $x$, known as the Black-Scholes equation. The value of an American option is determined by a linear complementarity problem involving the Black-Scholes operator [19]. Since this complementarity problem is, in general, not analytically solvable, numerical approximation to the solution is normally sought in practice. Various numerical techniques have been proposed for the the numerical solution of the single-asset American option pricing problem. Among them, lattice method [6], explicit method [13], projected successive over relaxed method (PSOR)[14], linear programming method [7], Monte-Carlo method [5], and penalty method [9, 21, 20, 19, 2, 8] are the most popular ones in both practice and research.

A linear penalty approach to the linear complementarity problem was first proposed and analyzed in [3] which has been used in [9, 21]. Compared with other methods mentioned above, the penalty method possesses several advantages. First, a desirable accuracy in the approximate solution can be achieved by a judicious choice of the penalty parameter. Second, the resulting penalized PDE is of a simple form that is easy to discretize in any dimensions on both structure and unstructured meshes. Finally, the penalty method can easily be extended to other option models such as those of American options with stochastic volatilities and/or transaction costs.
In the application of the penalty approach to American option pricing, a penalty term is added to
the Black-Scholes equation. In [9], an $l_1$ penalty method is used, resulting in a convergence rate of order
$O(\lambda^{-1/2})$, where $\lambda > 1$ denotes the penalty parameter. A power penalty method is proposed and analyzed
in [19, 20], of which the convergence rate is shown to be of order $O(\lambda^{-k/2})$ for any power parameter $k > 0$.
This contains the $l_1$ case as the special one when $k = 1$ and provides an exponential convergence rate when $k > 1$.

For a single asset American option, it has been shown in [9, 19, 1, 20] that the solution to the penalized
equation converges to that of the original problem. To our best knowledge, there are no advances in the
use of penalty methods for two dimensional problems in the open literature except for the the quadratic
and $l_1$ penalty methods for solving the American option pricing problem with stochastic volatility (cf. [21]) On the other hand, it has been shown in [20] that the penalty methods are superior to other methods
such as PSOR mentioned above.

The main purpose of this paper is to develop a power penalty method for the linear complementarity
problem arising from the two-asset American option valuation. In this method we will approximate the
linear complementarity problem by a nonlinear parabolic PDEs in two spatial dimensions with an $l_k$
penalty term. We will then show that the solution to the nonlinear PDE converges to that of the original
complementarity problem at the rate of order $O(\lambda^{-k/2})$. To solve the penalized nonlinear equation, the
fitted finite volume method is proposed, based on the results in [19, 18, 20, 12]. Numerical results will
be presented to verify our theoretical findings.

The paper is organized as follows. In the next section, the pricing of two-factor American options
will be formulated as a linear complementarity problem. This complementarity problem will, in Section,
be reformulated as a variational inequality problem in a functional setting, and its unique solvability
will be established as well. The power penalty problem approximating the complementarity problem
will be posed in Section 4. In Section 5, we will present a convergence analysis of the power penalty
method. In Section 6, a fitted volume method for the discretization of the penalized PDE is proposed.
Numerical experiments, performed to illustrate the usefulness of the power penalty method and confirm
the theoretical results, will be presented in Section 7.

2 The mathematical model

Let $x$ and $y$ denote the market prices of two assets, respectively. They follow respectively the following
dynamic Brownian motion processes

$$dx = \mu_1 x dt + \sigma_1 x dW_1 \quad \text{and} \quad dy = \mu_2 y dt + \sigma_2 y dW_2,$$

where $\mu_1$ and $\mu_2$ are the drift rates, $\sigma_1$ and $\sigma_2$ are the deterministic local volatilities, and $W_1$ and $W_2$ are
the Brownian motions correlated by $\rho$.

Let $V(x, y, t)$ represent the value of an American put option on the two assets with expiry date $T$. If we define

$$LV = -\frac{\partial V}{\partial t} - \frac{1}{2} \left[ \sigma_1^2 x^2 \frac{\partial^2 V}{\partial x^2} + 2\rho \sigma_1 \sigma_2 x y \frac{\partial^2 V}{\partial x \partial y} + \sigma_2^2 y^2 \frac{\partial^2 V}{\partial y^2} \right] - r \left[ x \frac{\partial V}{\partial x} + y \frac{\partial V}{\partial y} \right] + rV,$$ (1)
with $r$ being the risk free interest rate, then it is well known that $V$ satisfies the following partial differential complementarity problem:

$$
\begin{align*}
LV \geq 0,
V - V^* \geq 0,
LV \cdot (V - V^*) = 0,
\end{align*}
$$

(2)

for $(x, y, t) \in (0, X) \times (0, Y) \times ([0, T])$ with the boundary conditions

$$
V(0, y, t) = g_1(y, t), \quad V(x, 0, t) = g_2(x, t),
V(X, y, t) = 0, \quad V(x, Y, t) = 0,
$$

(3)

and terminal condition

$$
V(x, y, t = T) = V^*(x, y),
$$

(4)

where

$$
V^*(x, y) = \max(K - w_1 x - w_2 y, 0)
$$

is the payoff function, $K > 0$ is the striking price, $w_1, w_2 \geq 0$ are the weights of the assets $x$ and $y$, respectively, and $X, Y$ and $T$ are given positive constants. We assume that $X >> K$ and $Y >> K$.

Here, $g_1$ and $g_2$ are given functions that provide suitable boundary conditions. Typically, $g_1$ and $g_2$ are determined via solving the associated one-dimensional American put option problems (cf., [17, 12]).

For convenience of theoretical analysis, we rewrite (1) as the following conservative form

$$
LV = -V_t - \nabla \cdot (AV + bV) + cV,
$$

(5)

where

$$
A = \begin{pmatrix}
  a_{11} & a_{12} \\
  a_{21} & a_{22}
\end{pmatrix} = \begin{pmatrix}
  \frac{1}{2}\sigma_1^2 x^2 & \frac{1}{2}\rho\sigma_1\sigma_2 xy \\
  \frac{1}{2}\rho\sigma_1\sigma_2 xy & \frac{1}{2}\sigma_2^2 y^2
\end{pmatrix},
$$

$$
b = \begin{pmatrix}
  b_1 \\
  b_2
\end{pmatrix} = \begin{pmatrix}
  rx - \sigma_1^2 x - \frac{1}{2}\rho\sigma_1\sigma_2 x \\
  ry - \sigma_2^2 y - \frac{1}{2}\rho\sigma_1\sigma_2 y
\end{pmatrix}, \quad c = 3r - (\sigma_1^2 + \sigma_2^2 + \rho\sigma_1\sigma_2).\n$$

(6)

For discussion convenience, we transform (2)-(4) into an equivalent form satisfying homogeneous Dirichlet boundary conditions. Please note that this transformation is needed only for the theoretical discussion, but not necessary in computations.

Let $V_0(x, y)$ be a twice differentiable function satisfying the boundary conditions in (3). We introduce a new function

$$
u(x, y, t) = e^{\beta t}(V_0 - V),
$$

(7)

where $\beta = \frac{1}{2}(\sigma_1^2 + \sigma_2^2 + \rho\sigma_1\sigma_2)$. Taking $LV_0$ away from both sides of the first inequality of (2) and transforming $V$ in (2)-(4) into the new function $u$, we have

$$
\begin{align*}
\mathcal{L}u \leq f,
u - u^* \leq 0,
(\mathcal{L}u - f) \cdot (u - u^*) = 0,
\end{align*}
$$

(8)
where
\[
\mathcal{L}u = -u_t - \nabla \cdot (A \nabla u + bu) + cu,
\]
\[
\zeta = \tau + \beta, \quad u^* = e^{\beta t}(V_0 - V^*), \quad f(x, y, t) = e^{\beta t}L V_0.
\] (9)

It is easy to see that under the transformation, the boundary and terminal conditions in (3)–(4) become, respectively,
\[
u(0, y, t) = 0 = u(X, y, t), \quad \forall t \in [0, T] \text{ and } y \in [0, Y],
\]
\[
u(x, 0, t) = 0 = u(x, Y, t), \quad \forall t \in [0, T] \text{ and } x \in [0, X],
\]
and
\[
u(x, y, T) = u^*(x, y, T).
\]

3 Reformulation of the problem

In this section, we will reformulate (8) as a variational inequality problem in an appropriate functional setting. Before proceeding, let us first introduce some standard notation to be used in the paper.

Let \( \Omega = [0, X] \times [0, Y] \) and let \( \Gamma \) denote the boundaries of \( \Omega \). For \( 1 \leq p \leq \infty \), let \( L^p(\Omega) \) denote the space of all \( p \)-integrable functions on \( \Omega \) with the norm \( \| \cdot \|_{L^p(\Omega)} \), and let \( H^{m,p}(\Omega) \) denote the usual Sobolev space with the norm \( \| \cdot \|_{(m,p,\Omega)} \). When \( p = 2 \), we simply use \( H^m(\Omega) \) and \( \| \cdot \|_{(m,\Omega)} \) to denote \( H^{m,2}(\Omega) \) and \( \| \cdot \|_{(m,2,\Omega)} \), respectively. We define the weighted Sobolev space \( H^{1,\varphi}(\Omega) \) as follows:
\[
H^{1,\varphi}(\Omega) = \{ v : xv, yv \in L^2(\Omega) \}
\]
with its norm denoted by \( \| \cdot \|_{1,\varphi} \). We put
\[
H^1_{0,\varphi}(\Omega) = \{ v : v \in H^1(\Omega), \; v|_{\partial \Omega} = 0 \},
\]
\[
\mathcal{K}(t) = \{ v(t) : v(t) \in H^1_{0,\varphi}(\Omega), \; v(t) \leq u^*(t) \text{ almost everywhere (a.e.) in } (0, T) \},
\]
where \( u^*(t) \) is defined by (9). It is easy to verify that \( \mathcal{K} \) is a convex and closed subset of \( H^1_{0,\varphi}(\Omega) \).

Finally, for any Hilbert space \( H(\Omega) \), the norm of \( L^p(0, T; H(\Omega)) \) is denoted by \( \| v(\cdot, t) \|_{L^p(0, T; H(\Omega))} = (\int_0^T \| v(\cdot, t) \|_{H^1(\Omega)}^p dt)^{1/p} \). Obviously, \( L^p(0, T; L^p(\Omega)) = L^p(\Omega \times (0, T)) = L^p(\Theta) \). In what follows, we will simply write \( v(t) \) when we regard \( v(\cdot, t) \) as an element of \( H^1_{0,\varphi}(\Omega) \). We will also suppress the independent time variable \( t \) (or \( \tau \)), when it causes no confusion in doing so.

Now, we define the following variational inequality problem.

**Problem 3.1** Find \( u \in \mathcal{K} \) such that, for all \( v \in \mathcal{K} \),
\[
\left( -\frac{\partial u}{\partial t}, v - u \right) + B(u, v - u; t) \geq (f, v - u), \quad \text{a.e. in } (0, T)
\] (10)
where \( B(u, v; t) \) is a bilinear form defined by
\[
B(u, v; t) = (A \nabla u + bu, \nabla v) + (\zeta u, v), \quad u, v \in H^1_{0,\varphi}(\Omega).
\] (11)
For this variational inequality problem, we have the following theorem.

**Theorem 3.1** Problem 3.1 is the variational form of the complementarity problem (8).

The proof of Theorem 3.1 is standard; we omit it here.

In order to establish the unique solvability of Problem 3.1, we study the properties of the operator $B(u, v; t)$. Let $|v|_{1, \infty}$ be the functional on $H^1_{0, \infty}(\Omega)$ defined by

$$|v|_{1, \infty}^2 \triangleq \int_\Omega \left[ x^2 v_x^2 + \rho (xv_x + yv_y)^2 + y^2 v_y^2 \right] d\Omega,$$

for any $v \in H^1_{0, \infty}(\Omega)$. It is easy to verify that $| \cdot |_{1, \infty}$ is a weighted semi-norm on $H^1_{0, \infty}(\Omega)$. Using this semi-norm, we define $\|v\|_{1, \infty}$ by

$$\|v\|_{1, \infty}^2 \triangleq |v|_{1, \infty}^2 + \|v\|_{0, \infty}^2.$$

It is easy to check $\| \cdot \|_{1, \infty}$ is a weighted energy norm on $H^1_{0, \infty}(\Omega)$. With these definitions and a standard argument (cf. [3]), we have the following lemma.

**Lemma 3.1** There exist positive constants $C$ and $M$, independent of $v$ and $w$, such that for any $v, w \in H^1_{0, \infty}(\Omega)$,

$$B(v, v; t) \geq C \|v\|_{1, \infty}^2,$$

$$|B(v, w; t)| \leq M \|v\|_{1, \infty} \|w\|_{1, \infty}.$$

Using Lemma 3.1 and the theory for abstract variational inequality problems in [3, 11], we establish the unique solvability of Problem 3.1 in the following theorem.

**Theorem 3.2** There exists a unique solution to Problem 3.1.

### 4 The power penalty approach

To derive the power penalty approach, we first consider the following nonlinear variational inequality problem:

Find $u_\lambda \in H^1_{0, \infty}(\Omega)$ such that, for all $v \in H^1_{0, \infty}(\Omega)$,

$$\left( -\frac{\partial u_\lambda}{\partial t}, v - u_\lambda \right) + B(u_\lambda, v - u_\lambda; t) + j(v) - j(u_\lambda) \geq (f, v - u_\lambda), \text{ a.e. in } (0, T)$$

where

$$j(v) = \frac{\lambda k}{k + 1} \left[ v - u^* \right]_+^{k+1}, \quad k > 0, \lambda > 1,$$

and $[z]_+ = \max\{0, z\}$ for any $z$.

The unique solvability of this problem is guaranteed by the coerciveness and continuity of the bilinear operator $B$ and the lower semi-continuity of $j$, see [10]. It is easy to show by virtue of Lemma 3.1 and (14), that all the required conditions are satisfied by the bilinear form $B$. Hence, (13) is uniquely solvable.

From (14), we can see that $j(v)$ is differentiable. Thus, (13) is equivalent to the following problem.
**Problem 4.1** Find $u_\lambda \in H^1_{0,w}(\Omega)$ such that, for all $v \in H^1_{0,w}(\Omega)$,

$$
\left( -\frac{\partial u_\lambda}{\partial t}, v \right) + B(u_\lambda, v; t) + (j'(u_\lambda), v) = (f, v), \text{ a.e. in } (0, T)
$$

(15)

where

$$j'(v) = \lambda[v - u^*_+]^{1/k}_+.
$$

(16)

We remark that (4.1)–(16) is a penalized variational equation corresponding to (3.1). The strong form of (4.1)–(16), which defines the penalized equation approximating (8), is given by

$$Lu_\lambda + \lambda[u_\lambda - u^*_+]^{1/k}_+ = f, \quad (x, y, t) \in \Theta,
$$

(17)

with the given boundary and final conditions

$$u_\lambda(x, y, t)|_\Gamma = 0 \quad \text{and} \quad u_\lambda(x, y, T) = u^*(x, y, T).
$$

(18)

If $k = \frac{1}{2}$, this penalty approach corresponds to the quadratic penalty approach. While $k = 1$, the typical $l_1$ penalty approach is obtained. When $k > 1$, it is the so-called lower order penalty approach [16, 19]. In the next section, we will investigate the convergence rates of $u_\lambda$ to $u$ as $\lambda \to \infty$.

## 5 Convergence analysis

We now show that, as $\lambda \to \infty$, the solution to Problem 4.1 converges to that of Problem 3.1 at the rate of order $O(\lambda^{-k/2})$ in a proper norm. We start this discussion by the following Lemma.

**Lemma 5.1** Let $u_\lambda$ be the solution to Problem 4.1. If $u_\lambda \in L^p(\Theta)$, then there exists a positive constant $C$, independent of $u_\lambda$ and $\lambda$, such that

$$
\|[u_\lambda - u^*]_+\|_{L^p(\Theta)} \leq \frac{C}{\lambda^{k/2}}
$$

(19)

where $k$ is the power of the power penalty function and $p = 1 + 1/k$.

**Proof.** Assume that $C$ is a generic positive constant, independent of $u_\lambda$ and $\lambda$. To simplify the notation, we let $\phi = [u_\lambda - u^*]_+$. Obviously, $\phi \in H^1_{0,w}(\Omega)$ a.e. in $(0, T)$.

Setting $v = \phi$ in (15) and (16), we have

$$
\left( -\frac{\partial u_\lambda}{\partial t}, \phi \right) + B(u_\lambda, \phi; t) + \lambda(\phi^{1/k}, \phi) = (f, \phi), \quad \text{a.e. in } (0, T)
$$

$$
\left( -\frac{\partial (u_\lambda - u^*)}{\partial t}, \phi \right) + B((u_\lambda - u^*), \phi; t) + \lambda(\phi^{1/k}, \phi) = (f, \phi) + \left( \frac{\partial u^*}{\partial t}, \phi \right) - B(u^*, \phi; t),
$$

(20)
Integrating both sides of (20) from \( t \) to \( T \) and using the coerciveness property of the operator \( B \) and Holder’s inequality, we get

\[
\frac{1}{2}(\phi(t),\phi(t)) + \int_t^T \|\phi(\tau)\|^2_B d\tau + \lambda \int_t^T (\phi^{1/k}, \phi)d\tau \\
\leq \int_t^T (f(\tau), \phi(\tau))d\tau + \beta \int_t^T \varepsilon^{\beta\tau}(V_0 - V^*, \phi(\tau))d\tau - \int_t^T B(u^*, \phi(\tau); \tau)d\tau \\
\leq C \left( \int_t^T \|\phi(\tau)\|^p_{L^p(\Omega)} d\tau \right)^{1/p} + \beta \int_t^T \varepsilon^{\beta\tau}(V_0 - V^*, \phi(\tau))d\tau - \int_t^T B(u^*, \phi(\tau); \tau)d\tau. 
\]

(21)

Noting that \(|V_0 - V^*|\) is uniformly bounded and \(\beta = \sigma_1^2 + \sigma_2^2 + \frac{1}{2} \rho \sigma_1 \sigma_2\), we have

\[
\frac{1}{2}(\phi(t),\phi(t)) + \int_t^T \|\phi(\tau)\|^2_B d\tau + \lambda \int_t^T \|\phi(\tau)\|^p_{L^p(\Omega)} d\tau \leq C \left( \int_t^T \|\phi(\tau)\|^p_{L^p(\Omega)} d\tau \right)^{1/p} - \int_t^T B(u^*, \phi(\tau))d\tau. 
\]

(22)

Since \(B(u,v;t) = (A\nabla u + bu, \nabla v) + (cu,v)\), it follows that

\[
- \int_t^T B(u^*, \phi(\tau); \tau)d\tau = - \int_t^T (A\nabla u^* + bu^*, \nabla \phi(\tau))d\tau - \int_t^T (cu^*, \phi(\tau))d\tau. 
\]

(23)

Furthermore, by Green’s theorem, we obtain

\[
- \int_t^T (bu^*, \nabla \phi(\tau))d\tau = \int_t^T \int_\Omega \nabla \cdot (bu^*) \phi(\tau) d\Omega d\tau - \int_t^T \int_{\Gamma_0} u^* \cdot n(\phi(\tau)) d\Gamma \, d\tau. 
\]

(24)

Let \(\Omega_1 = \{0 < x < K/w_1, 0 < y < K/w_2, K - w_1x - w_2y > 0\}\) and \(\Omega_2 = \Omega \setminus \overline{\Omega}_1\). We also let \(\Gamma_0\) denote the interface of \(\Omega_1\) and \(\Omega_2\). Therefore, \(\Gamma_0\) has two opposite orientations: \(\Gamma_0^+\) when it is orientated in the same direction as \(\partial \Omega_1\), and \(\Gamma_0^-\) when it is orientated in the same direction as \(\partial \Omega_2\). Consider only the integrand \((A\nabla u^*, \nabla \phi)\) in (23). For \(\phi \in H^1_{0,\Omega}(\Omega)\), note that \(\phi = 0\) on \(\Gamma\), we have

\[
-(A\nabla u^*, \nabla \phi) = - \int_\Omega (A\nabla u^*)^T \nabla \phi d\Omega = - \int_{\Omega_1} (A\nabla u^*)^T \nabla \phi d\Omega - \int_{\Omega_2} (A\nabla u^*)^T \nabla \phi d\Omega \\
= - \int_{\Gamma_0^+} A\nabla u^* \cdot n(\phi) ds + \int_{\Omega_1} \nabla \cdot (A\nabla u^*) \phi d\Omega - \int_{\Gamma_0^-} A\nabla u^* \cdot n(\phi) ds + \int_{\Omega_2} \nabla \cdot (A\nabla u^*) \phi d\Omega \\
= - \int_{\Gamma_0^+} A\nabla u^*_+ - A\nabla u^*_- \cdot n(\phi) ds + \int_{\Omega_1} \nabla \cdot (A\nabla u^*) \phi d\Omega 
\]

(25)

where \(n\) denotes the unit outward normal direction of the boundary segments and \(\nabla u^*_+\) and \(\nabla u^*_-\) denote, respectively, the values of \(\nabla u^*\) evaluated on the left and right sides of \(\Gamma_0^+\). From \(u^* = e^{\beta T}(V_0 - V^*)\) and (6), it is easy to see that

\[
\nabla u^* = e^{\beta T}(\nabla V_0 - \nabla V^*). 
\]

Since \(V_0 \in H^2(\Omega)\), \(\nabla V_0\) is continuous on \(\Omega\), as mentioned before,

\[
\nabla u^*_+ - \nabla u^*_- = e^{\beta T} \left[(\nabla V_0 - \nabla V^*)_+ - (\nabla V_0 - \nabla V^*)_\right] = e^{\beta T} (\nabla V^*_+ - \nabla V^*_-) = e^{\beta T} (-w_1, -w_2)^T. 
\]

Furthermore, the unit outward-normal vector to \(\Gamma_0^+\) is \(n = \nabla (K - w_1x - w_2y)/||\nabla (K - w_1x - w_2y)|| = (-w_1, -w_2)/(w_1^2 + w_2^2)^{1/2}\). Therefore, estimate (25) becomes

\[
-(A\nabla u^*, \nabla \phi) = - \int_{\Gamma_0^+} e^{\beta T} (w_1, w_2) (w_1, w_2)^T (w_1^2 + w_2^2)^{1/2} \phi ds + \int_{\Omega} \nabla \cdot (A\nabla u^*) \phi d\Omega \leq C \int_{\Omega} \phi(\tau) d\Omega, 
\]
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because $A$ is positive definite, $\phi$ is non-negative and $\nabla \cdot (A\nabla u)$ is bounded above on $\Omega$. Thus,

$$- \int_t^T (A \nabla u, \nabla \phi(\tau))d\tau \leq C \int_t^T \int_\Omega \phi(\tau)d\Omega d\tau \leq C \left( \int_t^T \|\phi(\tau)\|_{L^p(\Omega)}^p d\tau \right)^{1/p}.$$  \hfill (26)

Also, from (24), it follows that

$$- \int_t^T (bu^*, \nabla \phi(\tau)) d\tau \leq C \int_t^T \int_\Omega \phi(\tau)d\Omega d\tau \leq C \left( \int_t^T \|\phi(\tau)\|_{L^p(\Omega)}^p d\tau \right)^{1/p},$$  \hfill (27)

because $\nabla \cdot bu^*$ is bounded above on $\Omega$.

Thus, from (21) to (27), it follows that

$$\frac{1}{2} (\phi(t), \phi(t)) + \int_t^T \|\phi(\tau)\|_B^2 d\tau + \lambda \int_t^T \|\phi(\tau)\|_{L^p(\Omega)}^p d\tau \leq C \left( \int_t^T \|\phi(\tau)\|_{L^p(\Omega)}^p d\tau \right)^{1/p}, \text{ a.e. in } (0, T)$$

This implies that

$$\lambda \int_t^T \|\phi(\tau)\|_{L^p(\Omega)}^p d\tau \leq C \left( \int_t^T \|\phi(\tau)\|_{L^p(\Omega)}^p d\tau \right)^{1/p}, \text{ a.e. in } (0, T).$$

From this, it follows that

$$\left( \int_t^T \|\phi(\tau)\|_{L^p(\Omega)}^p d\tau \right)^{1/p} \leq \frac{C}{\lambda^{1/(p-1)}} = \frac{C}{\lambda^k}, \text{ where } p = 1 + 1/k.$$  \hfill (29)

Now, from (28) and (29), we have

$$\frac{1}{2} (\phi(t), \phi(t)) + \int_t^T \|\phi(\tau)\|_B^2 d\tau \leq C \left( \int_t^T \|\phi(\tau)\|_{L^p(\Omega)}^p d\tau \right)^{1/p} \leq \frac{C}{\lambda^k},$$

from which, it follows that

$$(\phi(t), \phi(t)) \frac{1}{2} + \left( \int_t^T \|\phi(\tau)\|_B^2 d\tau \right)^{\frac{1}{2}} \leq \frac{C}{\lambda^{k/2}}, \text{ a.e. in } (0, T).$$

Clearly, by replacing $\phi$ with $[u_\lambda - u^*]_+$, we obtain readily (19). \hfill \blacksquare

Using Lemma 5.1, we are able to show that the solution to Problem 4.1 converges to that of Problem 3.1 at the rate of order $\lambda^{-k/2}$, as stated in the next theorem.

**Theorem 5.1** Let $u$ and $u_\lambda$ be the solutions to Problem 3.1 and Problem 4.1, respectively. If $u_\lambda \in L^p(\Theta)$ and $\frac{\partial u_\lambda}{\partial t} \in L^{k+1}(\Theta)$, then there exists a positive constant $C$, independent of $u_\lambda$ and $\lambda$, such that

$$\|u - u_\lambda\|_{L^\infty(0,T;L^2(\Omega))} + \|u - u_\lambda\|_{L^2(0,T;H^1_0(\Omega))} \leq \frac{C}{\lambda^{k/2}}$$  \hfill (30)

where $k$ is the power of the power penalty function.
Proof. We still use the notation of Lemma 5.1. Setting \( v_\perp = -\min(v, 0) \) and \( R_\lambda = u - u^* + [u_\lambda - u^*]_\perp \), it follows that
\[
\begin{align*}
    u - u_\lambda &= R_\lambda - \varphi, \\
    (\varphi^\alpha, [u_\lambda - u^*]_\perp) &= [u_\lambda - u^*]_\perp \equiv 0, \quad \alpha > 0.
\end{align*}
\] (31)

Set \( v = u - R_\lambda \) in (10) and \( v = R_\lambda \) in (15) respectively, we obtain
\[
\begin{align*}
    \left( -\frac{\partial u}{\partial t}, R_\lambda \right) + B(u, R_\lambda; t) + \lambda(\phi^{1/k}, R_\lambda) &= (f(t), R_\lambda). \\
    \left( -\frac{\partial u_\lambda}{\partial t}, R_\lambda \right) + B(u_\lambda, R_\lambda; t) + \lambda(\phi^{1/k}, R_\lambda) &= (f(t), R_\lambda).
\end{align*}
\] (32) (33)

Combining (32) and (33) gives
\[
\left( -\frac{\partial (u - u_\lambda)(R_\lambda)}{\partial t}, R_\lambda \right) + B(u, R_\lambda; t) + \lambda(\phi^{1/k}, R_\lambda) \geq 0.
\]

It follows from \( u \leq u^* \) and \( \phi \geq 0 \) that
\[
(\phi^{1/k}, R_\lambda) = (\phi^{1/k}, u - u^*) + (\phi^{1/k}, [u_\lambda - u^*]_\perp) = (\phi^{1/k}, u - u^*) \leq 0.
\]

Therefore,
\[
\left( -\frac{\partial (u - u_\lambda)}{\partial t}, R_\lambda \right) + B(u, R_\lambda; t) \leq 0.
\]

From (31), it follows that
\[
\left( -\frac{\partial R_\lambda}{\partial t}, R_\lambda \right) + B(R_\lambda, R_\lambda; t) \leq \left( -\frac{\partial \phi(t)}{\partial t}, R_\lambda \right) + B(\phi, R_\lambda; t).
\]

Integrating both sides of the above from \( \tau = t \) to \( \tau = T \) and then using Cauchy-Schwarz inequality and \((\varphi, [u_\lambda - u^*]_\perp) = 0\), we obtain
\[
\begin{align*}
    \frac{1}{2} (R_\lambda(t), R_\lambda(t)) + \int_t^T B(R_\lambda, R_\lambda; \tau) d\tau \leq \int_t^T \left( -\frac{\partial \phi}{\partial \tau}, R_\lambda \right) d\tau + \int_t^T B(\phi, R_\lambda; \tau) d\tau \\
    \leq (\phi, R_\lambda) + \int_t^T \left( \phi, \frac{\partial R_\lambda}{\partial \tau} \right) d\tau + \int_t^T B(\phi, R_\lambda; \tau) d\tau \\
    \leq (\phi, R_\lambda) + \int_t^T B(\phi, R_\lambda; \tau) d\tau + \int_t^T \left( \phi, \frac{\partial u}{\partial \tau} \right) d\tau \\
    \leq \|\phi\|_{L^\infty(0,T;L^2(\Omega))} \|R_\lambda\|_{L^\infty(0,T;H^1_0(\Omega))} + C\|\phi\|_{L^2(0,T,H^1_0(\Omega))} \|R_\lambda\|_{L^2(0,T,H^1_0(\Omega))} \\
    + C\|\phi\|_{L^p(\Theta)} \left( \|\frac{\partial \phi}{\partial \tau}\|_{L^q(\Theta)} + \|V_0 - V^*\|_{L^q(\Theta)} \right)
\end{align*}
\] (34)

where \( p = 1 + 1/k, \) and \( 1/p + 1/q = 1. \)

Since \( u_\lambda \in L^p(\Theta), \) and \( \frac{\partial u}{\partial \tau} \in L^{k+1}(\Theta), \) it follows from (19) that
\[
\|\phi\|_{L^p(\Theta)} \left( \|\frac{\partial \phi}{\partial \tau}\|_{L^q(\Theta)} + \|V_0 - V^*\|_{L^q(\Theta)} \right) \leq \frac{C}{\lambda^p}
\] (35)
Using the coerciveness property of the operator $B$, we have
\[
\frac{1}{2} (R_\lambda(t), R_\lambda(t)) + \int_t^T B(R_\lambda, R_\lambda; \tau) \, d\tau \geq \frac{1}{2} ||R_\lambda||_{L^\infty(0,T;L^2(\Omega))} + C ||R_\lambda||_{L^2(0,T;H^{1,\infty}_0(\Omega))}.
\] (36)

Therefore, from (34) to (36), we have
\[
\begin{align*}
&\left( ||R_\lambda||_{L^\infty(0,T;L^2(\Omega))} + ||R_\lambda||_{L^2(0,T;H^{1,\infty}_0(\Omega))} \right)^2 \\
&\leq C \left( \frac{1}{2} ||R_\lambda||_{L^\infty(0,T;L^2(\Omega))} + ||R_\lambda||_{L^2(0,T;H^{1,\infty}_0(\Omega))} \right)^2 \\
&\leq C \left( ||\phi||_{L^\infty(0,T;L^2(\Omega))} + ||\phi||_{L^2(0,T;H^{1,\infty}_0(\Omega))} \right) \cdot \left( ||R_\lambda||_{L^\infty(0,T;L^2(\Omega))} + ||R_\lambda||_{L^2(0,T;H^{1,\infty}_0(\Omega))} + \lambda^{-k} \right) \\
&\leq C \left( \lambda^{-k/2} ||R_\lambda||_{L^\infty(0,T;L^2(\Omega))} + ||R_\lambda||_{L^2(0,T;H^{1,\infty}_0(\Omega))} + \lambda^{-k} \right)
\end{align*}
\]

Clearly, the above inequalities imply that
\[
||R_\lambda||_{L^\infty(0,T;L^2(\Omega))} + ||R_\lambda||_{L^2(0,T;H^{1,\infty}_0(\Omega))} \leq \frac{C}{\lambda^{-k/2}}.
\]

Using the triangle inequality and (19), also noting that $u - u_\lambda = R_\lambda - \varphi$, we finally have
\[
\begin{align*}
&||u - u_\lambda||_{L^\infty(0,T;L^2(\Omega))} + ||u - u_\lambda||_{L^2(0,T;H^{1,\infty}_0(\Omega))} \\
&\leq \left( ||R_\lambda||_{L^\infty(0,T;L^2(\Omega))} + ||R_\lambda||_{L^2(0,T;H^{1,\infty}_0(\Omega))} \right) + \left( ||\phi||_{L^\infty(0,T;L^2(\Omega))} + ||\phi||_{L^2(0,T;H^{1,\infty}_0(\Omega))} \right) \\
&\leq \frac{C}{\lambda^{-k/2}}.
\end{align*}
\]

![Image](image-url)

### 6 Discretization

The penalty approach to the complementarity problem (8) yields a nonlinear parabolic partial differential equation (17). In this section, we will present the fitted finite volume method for (17). This method was first proposed in [18] and has been used for solving single-asset and stochastic volatility option pricing problem ([19, 12]). The idea of this method is based on a finite volume formulation coupled with a fitted approximation technique. This fitting technique is to approximate the flux of a given function locally by a constant, yielding a locally nonlinear approximation to the function. Some results on error estimation for this method can be found in [1]. In what follows, we will give a brief account for the method applied to (17). More details can be found [12] for a different, but related problem.

It is easy to show that, under the inverse of the transformation (7, 17)–(18) can be rewritten as equation
\[
-\nabla_t - \nabla \cdot (A \nabla V + b V) + \tau V - \lambda [V^* - V]^1_k = 0, \quad (x, y, t) \in \Theta,
\] (37)

with the boundary and final conditions
\[
V(x, y, t) |_{T} = 0 \quad \text{and} \quad V(x, y, T) = V^*(x, y).
\]

To discretize this equation, we first partition $I_x := (0, X)$ into $N_x$ sub-intervals $I_{x_i} := (x_i, x_{i+1})$, $i = 0, \ldots, N_x - 1$, with $0 = x_0 < x_1 < \cdots < x_{N_x} = X$. We also let $x_{i-1/2} = (x_{i-1} + x_i)/2$ and $x_{i+1/2} = (x_{i} + x_{i+1})/2$. 
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(x_i + x_{i+1})/2, for each i = 1, 2, ..., N_x - 1. These mid-points form a second partition of \(0, X\) if we define 
\[ x_{-1/2} = x_0 \quad \text{and} \quad x_{N_x+1/2} = x_{N_x}. \]
For each i = 0, 1, ..., N_x - 1, we put 
\[ h_{x_i} = x_{i+1/2} - x_{i-1/2}. \]

Similarly to the above, we define a partition on \(I_y = (0, Y)\). Combining these partitions we obtain a mesh for \(\Omega := I_x \times I_y\). Also, the mid-points form a second partition of \(\Omega\), which is called boxes which is a dual mesh to the original partition.

### 6.1 Boundary conditions

Before deriving the fitted finite volume method for (37), we first show how to determine the boundary condition functions \(g_1(y, t)\) and \(g_2(x, t)\) for a put option, as given below.

1. On the boundary \(x = 0\), the boundary condition \(g_1(y, t) = V(y, t)/w_2\) is determined by solving

\[
\begin{align*}
-\frac{\partial V(y, t)}{\partial t} - \frac{1}{2} \sigma_y^2 y^2 \frac{\partial^2 V(y, t)}{\partial y^2} - r y \frac{\partial V(y, t)}{\partial y} + r V(y, t) - \lambda [V^* - V]^{1/k} &= 0, \\
V(0, t) &= \frac{K}{w_2}, \\
V(Y, t) &= 0, \\
V(y, T) &= V^*(0, y) = \max(\frac{K}{w_2} - y, 0). 
\end{align*}
\]

(38)

2. On the boundary \(y = 0\), the boundary condition \(g_2(x, t) = V(x, t)/w_1\) is given by the solution of

\[
\begin{align*}
-\frac{\partial V(x, t)}{\partial t} - \frac{1}{2} \sigma_x^2 x^2 \frac{\partial^2 V(x, t)}{\partial x^2} - r x \frac{\partial V(x, t)}{\partial x} + r V(x, t) - \lambda [V^* - V]^{1/k} &= 0, \\
V(0, t) &= \frac{K}{w_1}, \\
V(X, t) &= 0, \\
V(x, T) &= V^*(x, 0) = \max(\frac{K}{w_1} - x, 0). 
\end{align*}
\]

(39)

Both of the above cases fall into the framework of a single-asset American option problem which can be discretized by the scheme in [18].

### 6.2 The fitted finite volume method

As mentioned before, a two-dimensional version of the fitted finite volume method is developed in [12] for a linear equation. The difference between (17) and the equation in [12] is the nonlinear term on the left-hand size of (17). Since the discretization of this nonlinear term is simple, we omit the lengthy discussion of the scheme and only present the resulting discretized form. Further details of the discretization can be found in [12].

Let \(V_{i,j} = V(x_i, y_j, t), V^*_{i,j} = V^*(x_i, y_j)\) and \(R_{i,j} = (x_{i+1/2} - x_{i-1/2}) \times (y_{j+1/2} - y_{j-1/2})\), for all admissible \((i, j)\). The application of the fitted finite volume method (37) yields

\[
-\frac{\partial V_{i,j}}{\partial t} R_{i,j} + e_{i,j}^{ij} V_{i-1,j} + e_{i,j}^{ij} V_{i-1,j-1} + e_{i+1,j}^{ij} V_{i,j+1} + e_{i+1,j}^{ij} V_{i+1,j} + e_{ij}^{i+1,j} V_{i+1,j} + e_{ij}^{i+1,j} V_{i,j+1} - \lambda [V_{i,j} - V^*_{i,j}]^{1/k} R_{i,j} = 0, \]

(40)

for \(i = 1, \ldots, N_x - 1\) and \(j = 1, \ldots, N_y - 1\). Here
\[
\begin{align*}
\Delta t & = \frac{T}{N}, \\
\alpha & = \frac{1}{2} \rho \sigma_1 \sigma_2, \\
\beta & = \frac{1}{2} \rho \sigma_1 \sigma_2, \\
\bar{\alpha} & = \frac{1}{2} \sigma_2^2, \\
\bar{\beta} & = \frac{1}{2} \sigma_2^2, \\
\bar{\sigma} & = \frac{1}{2} \rho \sigma_1 \sigma_2, \\
\bar{\theta} & = \frac{1}{2} \rho \sigma_1 \sigma_2, \\
\bar{d} & = \frac{1}{2} \rho \sigma_1 \sigma_2 x, \\
\bar{d} & = \frac{1}{2} \rho \sigma_1 \sigma_2 x, \\
\bar{d} & = \frac{1}{2} \rho \sigma_1 \sigma_2 x, \\
\bar{d} & = \frac{1}{2} \rho \sigma_1 \sigma_2 x.
\end{align*}
\]

for \(i = 1, \ldots, N_x - 1, j = 1, \ldots, N_y - 1 \) and \(e_{i,j} \neq 0 \) if \(m \neq i - 1, i, i + 1 \) and \(n \neq j - 1, j, j + 1 \), where

\[
\begin{align*}
\alpha & = \frac{1}{2} \rho \sigma_1 \sigma_2, \\
\beta & = \frac{1}{2} \rho \sigma_1 \sigma_2, \\
\bar{\alpha} & = \frac{1}{2} \sigma_2^2, \\
\bar{\beta} & = \frac{1}{2} \sigma_2^2, \\
\bar{\sigma} & = \frac{1}{2} \rho \sigma_1 \sigma_2, \\
\bar{\theta} & = \frac{1}{2} \rho \sigma_1 \sigma_2, \\
\bar{d} & = \frac{1}{2} \rho \sigma_1 \sigma_2 x, \\
\bar{d} & = \frac{1}{2} \rho \sigma_1 \sigma_2 x, \\
\bar{d} & = \frac{1}{2} \rho \sigma_1 \sigma_2 x, \\
\bar{d} & = \frac{1}{2} \rho \sigma_1 \sigma_2 x.
\end{align*}
\]

Defining

\[
E_{i,j} = (0, \cdots, 0, e_{i,j-1}^j, 0, \cdots, 0, e_{i,j}^j, e_{i,j+1}^j, 0, \cdots, 0, e_{i+1,j}^j, 0, \cdots, 0)
\]

for \(i = 2, \ldots, N_x - 1, j = 2, \ldots, N_y - 1 \), and

\[
V = (V_{1,1}, \cdots, V_{1,N_y-1}, V_{1,N_y-1}, \cdots, V_{2,N_y-1}, \cdots, V_{N_x-1,N_y-1})^T
\]

with \(V_{i,0}, i = 1, \ldots, N_x \) and \(V_{0,j}, j = 1, \ldots, N_y \) in (40) being equal to the given boundary conditions, we can rewrite (40) as:

\[
-\frac{\partial V_{i,j}}{\partial t} R_{i,j} + E_{i,j} V + p(V_{i,j}) = 0,
\]

where

\[
p(V_{i,j}) = -\lambda R_{i,j} [V_{i,j}^* - V_{i,j}]^{1/k}.
\]

This is a system of \((N_x - 1)^2 \times (N_y - 1)^2\) linear ordinary differential equations for \((N_x - 1) \times (N_y - 1)\) unknown values.

Now, we discretize the time by choosing a set of points \(t_i (i = 0, 1, \ldots, M)\) be a set of partition points on \([0, T]\) satisfying \(T = t_0 > t_1, \ldots, > t_M = 0\). Apply the two-level implicit time-stepping method with a splitting parameter \(\theta \in [0, 1/2] \) to (42) on this mesh, we get the following full discrete system

\[
(\theta E^{m+1} + G^m) V^{m+1} + \theta D(V^{m+1}) = (G^m - (1 - \theta) E^m) V^m - (1 - \theta) D(V^m),
\]

where

\[
\begin{align*}
V^m & = (V^m_{1,1}, \cdots, V^m_{1,N_y-1}, V^m_{1,N_y-1}, \cdots, V^m_{2,N_y-1}, \cdots, V^m_{N_x-1,N_y-1})^T, \\
E^m & = (E^m_{1,1}, \cdots, E^m_{1,N_y-1}, E^m_{1,N_y-1}, \cdots, E^m_{2,N_y-1}, \cdots, E^m_{N_x-1,N_y-1})^T, \\
G^m & = diag(-R_{1,1}/(\Delta t_m), \cdots, -R_{N_x-1,N_y-1}/(\Delta t_m)), \\
D(V^{m+1}_i) & = (p(V^{m+1}_{1,1}), \cdots, p(V^{m+1}_{N_x-1,N_y-1}))^T.
\end{align*}
\]
for \( m = 0, 1, \ldots, m - 1 \), where \( \Delta t_m = t_{m+1} - t_m < 0 \), where \( V^m \) denotes the approximation of \( V \) at \( t = t_m \) and \( E^m_{i,j} = E_{i,j} (t_m) \).

### 6.3 Solution of the discrete system

To solve the nonlinear discrete system (44), we use the standard Newton method. Note that when \( k > 1 \), from (43) it is easy to see that \( p'(V^m_{i,j}) \to \infty \) as \( V^*_{i,j} - V_{i,j} \to 0^+ \). To remedy this, we use the technique proposed in [19] to smooth (43), yielding the following approximation to \( p(V^m_{i,j}) \):

\[
p(V^m_{i,j}) = \left\{ \begin{array}{ll}
\frac{[V^*_{i,j} - V^m_{i,j}]^{1/k}}{\varepsilon x^{n+1}} & , \quad i,j = 1, \ldots, N, \\
\varepsilon x^{n+1} & , \quad i,j \neq 1, \ldots, N
\end{array} \right.
\]

for \( k > 0 \) and positive integer \( n \), where \( 1 >> \varepsilon > 0 \) is a transition parameter. It has been shown in Corollary 5.1 of [19] that when \( n \geq 3 \) and \( k \geq 1/n \), (46) is smooth and increasing on \((-\infty, +\infty)\).

Applying Newton’s method to (44) gives

\[
\frac{\theta E^{m+1} + G^m + \theta J_D(\omega^{l-1})}{\delta \omega^l} = \frac{\theta E^{m+1} + G^m}{\omega^l} - (\theta E^{m+1} + G^m) \cdot \omega^l - \theta D(\omega^l), \quad (47)
\]

for \( l = 1, 2, \ldots \) with \( \omega^0 \) being a given initial guess, where \( J_D(\omega) \) denotes the Jacobian of the column vector \( D(\omega) \) and \( \gamma \in (0, 1) \) denotes a damping parameter. We then choose \( V^{m+1} = \lim_{l \to \infty} \omega^l \).

It is easy to show that the system matrix of (47) is an \( M \)-matrix, as given in the following theorem.

**Theorem 6.1** For any given \( m = 1, 2, \ldots, M-1 \), if \( |\Delta t_m| \) is sufficiently small and \( \sigma \geq 0 \), then the system matrix of (47) is an \( M \)-matrix.

**Proof.** From the definition of \( D(\omega) \) in (45), it is easy to see that its Jacobian is the following diagonal matrix

\[
J_D(\omega^l) = \text{diag} \left( p'(V^m_{i,1}), \ldots, p'(V^m_{i,N_y-1}) \right).
\]

From (46), we have \( p'(V^m_{i,j}) \geq 0 \) for all \( i = 1, \ldots, N_x - 1 \) and \( j = 1, \ldots, N_y - 1 \). Thus, to show that the system matrix of (47) is an \( M \)-matrix, it suffices to show that \( \theta E^{m+1} + G^m \) is an \( M \)-matrix.

First, we note that \( c_{i,j}^{m,n} \leq 0 \) for all \( m \neq i, n \neq j \) since

\[
\frac{b_{i+1/2,j}}{x_{i+1}^{\alpha_{i,j}} - x_i^{\alpha_{i,j}}} = \frac{a \alpha_{i,j}}{x_{i+1}^{\alpha_{i,j}} - x_i^{\alpha_{i,j}}} > 0, \quad \frac{\tilde{b}_{i,j+1/2}}{y_{j+1}^{\alpha_{i,j}} - y_j^{\alpha_{i,j}}} > 0, \quad \frac{\tilde{\alpha}_{i,j} \tilde{c}_{i,j}}{y_{j+1}^{\alpha_{i,j}} - y_j^{\alpha_{i,j}}} > 0, \quad (48)
\]

for all \( i = 1, \ldots, N_x - 1, \quad j = 1, \ldots, N_y - 1 \) and all \( b_{i+1/2,j} = 0 \), \( \tilde{b}_{i,j+1/2} = 0 \). (48) also holds when \( b_{i+1/2,j} \to 0, \tilde{b}_{i,j+1/2} \to 0 \). Furthermore, from (41), it follows that, when \( c_{i,j} \geq 0 \), for all \( i = 1, \ldots, N_x - 1, \).
\[ j = 1, \ldots, N_y - 1, \]
\[ (e_{i,j}^{m+1})^3 = \sum_{p=1}^{N_x - 1} \sum_{q=1}^{N_y - 1} |(e_{i,j}^{m+1})| + c^{m+1}_{i,j} R_{i,j}, \]

since \( d \) and \( \overline{d} \) are all non-negative. Therefore, \( E^{m+1} \) is diagonally dominant with respect to its columns. Hence, from the above analysis, we see that for all admissible \( i, j \), \( E^{m+1} \) is a diagonally dominant matrix with positive diagonal elements and non-positive off-diagonal elements. This implies that \( E^{m+1} \) is an \( M \)-matrix.

For the second part, we first note that \( G^m \) of the system matrix (47) is a diagonal matrix with positive diagonal entries. When \( |\Delta t_m| \) is sufficiently small, we also have
\[ \theta c^{m+1}_{i,j} + \frac{R_{i,j}}{-\Delta t_m} > 0. \]

So, \( \theta E^{m+1} + G^m \) is an \( M \)-matrix. \( \square \)

Theorem 6.1 implies that the fully discrete system (44) satisfies the discrete maximum principle and the discretization is monotone.

7 Numerical experiment

In this section, we demonstrate the efficiency and usefulness of the above penalty and numerical methods by solving the following test model problem with different values of the parameters \( k \) and \( \lambda \). Throughout this section, the following model parameters are used.

In order to perform simulations, we must choose an upper limit for the solution domain, that is a domain of which option values outside are regarded worthless. For our model, we choose \( X = Y = 4 \). We consider three penalty approaches: \( k = 1/2 \), 1 and 2. When \( k = 1/2 \), the nonlinear system (44) is smooth, for which the classical Newton’s method is used. When \( k = 1 \), the nonlinear system (44) is semismooth. In this case we use the semismooth Newton’s method [15]. However, for \( k = 2 \), this nonlinear system becomes nonsmooth. Hence, the smoothing technique (46) is adopted and the Newton’s method is used for the resulting system. For time discretization, we choose the time step splitting parameter \( \theta = 1 \), i.e. the Backward Euler time-stepping method. All the implementations of our numerical method are done under Matlab 7.0 environment.

Table 1: Data used for two-asset model

<table>
<thead>
<tr>
<th>Parameter values</th>
<th>r</th>
<th>0.1</th>
<th>( \omega_1 )</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_1 )</td>
<td>0.2</td>
<td>( \omega_2 )</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>( \sigma_2 )</td>
<td>0.2</td>
<td>( K )</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>( \rho )</td>
<td>0</td>
<td>( T )</td>
<td>0.25</td>
<td></td>
</tr>
</tbody>
</table>
Table 2: Values of a put option at $x = 1, y = 0, t = T$ and $x = 1, y = 0, t = T$ under grid refinement, using the fitted finite volume method combined with the implicit scheme, data as in Table 1. $l_1$ penalty method with $\lambda = 500$ is used. Ratio is the ratio of changes on successive grids.

<table>
<thead>
<tr>
<th>Grid($N_x \times N_y$)</th>
<th>$x = 1.0, y = 0, t = T$</th>
<th>$x = 0.5, y = 0.5, t = T$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V$</td>
<td>Ratio</td>
</tr>
<tr>
<td>40 $\times$ 40</td>
<td>0.0287</td>
<td></td>
</tr>
<tr>
<td>80 $\times$ 80</td>
<td>0.0298</td>
<td>1.8</td>
</tr>
<tr>
<td>160 $\times$ 160</td>
<td>0.0303</td>
<td>2.5</td>
</tr>
<tr>
<td>320 $\times$ 320</td>
<td>0.0305</td>
<td>2.0</td>
</tr>
<tr>
<td>640 $\times$ 640</td>
<td>0.0306</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Values of an American put option at $x = 0.5, y = 0.5, t = T$ computed by $l_{1/2}$ penalty method with a sequential penalty parameter $\lambda$, data as in Table 1. Ratio is the ratio of changes on successive $\lambda$.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$V(0.5,0.5,t=T)$</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>0.0159</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>0.0180</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>0.0189</td>
<td>2.3</td>
</tr>
<tr>
<td>2024</td>
<td>0.0193</td>
<td>2.2</td>
</tr>
<tr>
<td>9096</td>
<td>0.0195</td>
<td>2.0</td>
</tr>
<tr>
<td>36384</td>
<td>0.0196</td>
<td>2.0</td>
</tr>
</tbody>
</table>

First, we investigate the order of the convergence of the fitted finite volume method by numerical experiments. To achieve this, we use a sequence of uniform meshes as listed in the column ‘Grid($N_x \times N_y$)’ in Table 2, where the $l_1$ penalty method with $\lambda = 500$ is used and the number of time steps is fixed to 200. The results are presented in Table 2. From Table 2 it is clear that the computed rates of convergence for the method are very close to $O(h)$ in the discrete maximum norm.

Second, we verify the rates of convergence of the penalty approach with respect to the penalty parameter $\lambda$. To obtain the rate of convergence, we use a sequence of parameters as listed in the column ‘$\lambda$’ in Tables 3, 4 and 5, where the number of time steps is fixed to 200 and the $N_x \times N_y$ grid is chosen to be $640 \times 640$. The results for $k = 1/2, 1$ and 2 are presented in Tables 3, 4 and 5. From Tables 3, 4 and 5 the rates of convergence for $l_{1/2}$ (quadratic), $l_1$ (linear) and $l_2$ (lower order) penalty methods are observed, which confirm the theoretical results as stated in Section 5.

We now investigate numerically the influence of the penalty parameter $\lambda$ on the accuracy of the option value and its first and second derivatives with respect to $x$, denoted respectively by Delta and Gamma. To observe the influence, we use the $l_2$ penalty method with the sequence $\lambda = 4, 16$ and 64. The number of time steps is 200 and the $N_x \times N_y = 640 \times 640$. For brevity, we compute the option value $V$, Delta $\partial V/\partial x$ and Gamma $\partial^2 V/\partial x^2$ at $t = T$ on the cross-section $y = 0$. The results are depicted in Figures 1, 2 and 3 from which it can be seen that while the computed option prices are close to each other for the different values of $\lambda$, the differences in Delta and Gamma are significant. It can be also seen that the
Table 4: Values of an American put option at \( x = 0.5, y = 0.5, t = T \) computed by \( l_1 \) penalty method with a sequential penalty parameter \( \lambda \), data as in Table 1. Ratio is the ratio of changes on successive \( \lambda \).

\[
\begin{array}{ccc}
\lambda & V(0.5, 0.5, t = T) & \text{Ratio} \\
16 & 0.0160 & \\
32 & 0.0179 & \\
64 & 0.0188 & 2.3 \\
128 & 0.0193 & 2.2 \\
256 & 0.0195 & 2.0 \\
512 & 0.0196 & 2.0 \\
\end{array}
\]

Table 5: Values of an American put option at \( x = 0.5, y = 0.5, t = T \) computed by \( l_2 \) penalty method with a sequential penalty parameter \( \lambda \), data as in Table 1. Ratio is the ratio of changes on successive \( \lambda \).

\[
\begin{array}{ccc}
\lambda & V(0.5, 0.5, t = T) & \text{Ratio} \\
2 & 0.0163 & \\
4 & 0.0186 & \\
8 & 0.0193 & 3.4 \\
16 & 0.0195 & 3.5 \\
32 & 0.0196 & 2.0 \\
\end{array}
\]

larger the value of \( \lambda \) is, the more accurate the option value and its derivatives are.

Finally, we depict in Figures 4 and 5 the option value \( V \) and \( V - V^* \) on a cross-section of a fixed \( t \) with the parameters given in Table 1. From the figure we see that that the constraint is always (up to a tolerance) satisfied. To finish this section, we have the following remark on the use of the smoothing parameter \( \varepsilon \).

**Remark 7.1** As mentioned before, when \( k > 1 \) in the penalty method, the smoothing technique (46) needs to be used in order that Newton’s method applies. In this case, the convergence rate of the method is of order \( O(\lambda^{-k/2}) \) when \( V^*_i - V^m_i \geq \varepsilon \), but it reduces to a much lower order than this when \( 0 < V^*_i - V^m_i < \varepsilon \). On the other hand, the Jacobian of the penalty function is close to singular when \( V^*_i - V^m_i = \varepsilon \). Therefore, when choosing \( \varepsilon \), we need to balance the tolerances of singularity and convergence rate. For the above numerical experiments, \( \varepsilon \) was chosen to be \( 10^{-3} \).

8 Conclusions

In this paper, we presented the power penalty method for the two-asset American option pricing problem and applied the fitted volume method to the resulting nonlinear penalized parabolic PDE. The rate of convergence of the power penalty method was obtained in an infinite dimensional space. We showed some numerical results to confirm the theoretical findings.
Figure 1: American put option value at $t = T$, computed by $l_2$ penalty method with three penalty parameter $\lambda = 4, 16, 64$, data as in Table 1. Grid: $640 \times 640$, time steps $= 200$

Figure 2: American put option Delta at $t = T$, computed by $l_2$ penalty method with three penalty parameter $\lambda = 4, 16, 64$, data as in Table 1. Grid: $640 \times 640$, time steps $= 200$
Figure 3: American put option Gamma at \( t = T \), computed by \( l_2 \) penalty method with three penalty parameter \( \lambda = 4, 16, 64 \), data as in Table 1. Grid: \( 640 \times 640 \), time steps= 200.

Figure 4: \( V \) and \( V - V^* \) computed at \( t = T \) by \( l_2 \) penalty method with \( \lambda = 32 \). Grid: \( 640 \times 640 \), time steps= 200.
Figure 5: $V$ and $V - V^*$ computed at $t = T$ by $l_2$ penalty method with $\lambda = 32$. Grid: $640 \times 640$, time steps $= 200$.

Acknowledgement

The authors would like to thank two anonymous referees for their helpful comments and suggestions toward the improvement of this paper.

References


