Abstract
Benchmarking pattern recognition, machine learning and data mining methods commonly relies on real-world data sets. However, there are some disadvantages in using real-world data. On one hand collecting real-world data can become difficult or impossible for various reasons, on the other hand real-world variables are hard to control, even in the problem domain; in the feature domain, where most statistical learning methods operate, exercising control is even more difficult and hence rarely attempted. This is at odds with the scientific experimentation guidelines mandating the use of as directly controllable and as directly observable variables as possible. Because of this, synthetic data possesses certain advantages over real-world data sets. In this paper we propose a method that produces synthetic data with guaranteed global and class-specific statistical properties. This method is based on overlapping class densities placed on the corners of a regular $k$-simplex. This generator can be used for algorithm testing and fair performance evaluation of statistical learning methods. Because of the strong properties of this generator researchers can reproduce each others experiments by knowing the parameters used, instead of transmitting large data sets.

Keywords: synthetic data generation, benchmarking, experimental proofs,

1. Introduction

From an engineering point of view, the results of evaluations performed on machine learning methods must be transferable to a desired application scenario. The evaluations need to yield a dependency of the performance indicators from basic problem characteristics in order to be able to generalize the results from the initially restricted test environment.

Such problem characteristics in the domain of machine learning predominantly concern the data. This has been theoretically indicated by the No-Free-Lunch theorem discussed by Wolpert and Macready (1997) and practically verified many times, most prominently by the Statlog report in King et al. (1995). A particular focus on the transferability resulting from the data characteristics has been payed by van der Walt and Bernard (2007), yielding a metaintelligence successfully predicting the appropriate classifiers based on dataset characterizations.

In contrast to this, current practice of experimental algorithm evaluation lacks the extensive use of such data characteristics. Instead, it is dominated by the use of domain specific and mostly real-world datasets (most notably the UCI repository UCI (2009)). Unfortunately, as Rachkovskij and Kussul (1998) point out, there are two major drawbacks in using such data:

- Firstly, the aforementioned basic characteristics of the data (e.g. covariance, Bayes error, geometric aspects, external and intrinsic dimensions) are typically not fully known and extremely difficult to control.
- Secondly, accessing real-world data in most domains is difficult for budget, technical or ethic reasons to name some. This typically results in a limited amount of data available for testing purposes, which can impede and even preclude important practical conclusions.

In order to allow for a more systematic investigation of machine learning methods, yielding generic results, we believe it is necessary to use synthetic data generators that control significant data characteristics.

Given this importance of synthetic data generation, publications on generation methods with controlled statistical properties are quite rare. Indeed, Pei and Zaïane (2006) observed the same: “Surprisingly, little work has been done on systematically generating artificial datasets for the analysis and evaluation of data analysis algorithms in data mining area.”

Motivated by this, we contribute a new synthetic data generator with controlled statistical data characteristics, like means, covariance, intrinsic dimensionality and, most importantly, the Bayes error rate.
2. State-Of-The-Art

In the beginning, a brief survey on existing synthetic data generators shall be given, demonstrating the scope of current research and its limitations. We start with domain-specific approaches, discussing more general approaches afterwards.

2.1. Specific Approaches

Most of the synthetic dataset generators are specifically designed to test machine learning methods in specific domains. Such generators use parameterized models that create realistically looking data.

Baird (2000) gave a good overview on methods generating synthetic document image data from real images through the use of degradation models. These approaches have parameters controlling the degradation operators, not the statistical properties of the degraded characters. Other examples of domain specific synthetic data generators are the ones from document image defect models discussed by Baird in Baird (1993) and the ones which have been investigated by the US Census Bureau for maintaining the confidentiality of original micro data, cf. Abowd and Lane (2003). The latter generators were also trained from real-world data.

Purely synthetic data, generated from statistical models based on Gaussian mixtures trained on real-world data has been used for evaluation purposes in protein spot detection methods for 2D images, as described by Rogers et al. (2003).

For knowledge discovery systems Jeske et al. (2005) proposed a system for generating synthetic social data based on a to-be-defined semantic graph.

Davidov et al. (2004) described a method for an automated dataset acquisition of labeled textual content from the World Wide Web to be used in text categorization systems. Collecting data according to specific parameters can be seen as a special approach for synthetic data generation. For completeness, some preceding work to be mentioned is the IBM Quest Data Generator (Srikant, 1999) and the GSTD (Theodoridis et al., 1999). IBM’s generator is relational and is targeting at concept learning from relational databases which is a similar work to Jeske et al. (2005); the GSTD is motivated by geodesic applications and simulates Brownian movement of rectangularly grouped vertices through spatio-temporal feature space. None of the methods controls global statistical properties, though.

There is a series of Hidden Markov Model (HMM) based data generators. Unlike the methods presented above hardly any control over the generation can be exercised. This is due to the fact, that although HMM is a quite general process model, final HMM models are trained to be specific, e.g. like a natural source of data. This restricts the value of this method for benchmarking purposes as it follows an objective totally different from the one emphasized in this paper.

2.2. More General Approaches

All of the above methods have in common that they only work for specific problem domains where problem dependent variables are known but the resulting feature distributions are quite complex and statistically not fully understood.

Rachkovskij and Kussul (1998) demonstrated a more general algorithm generating samples from a partitioned feature space including a uniform background noise. The proposed method offers parameters for partitioning the feature space into different regions (“classes”) as well as for the distribution of the samples generated from each class. One major drawback of the so called DataGen method is that it only produces class distributions with many uncontrolled properties, which make it difficult to interpret the generated data as feature vectors from any actual real-world scenario. As the authors acknowledge, generating data with internal dependencies is not directly possible with the presented method, but anyway desirable.

Another example for an attempt to create generic data generators is the work of Pei and Zaiane (2006). The main goal of this work was to generate data usable for unsupervised learning and outlier detection. The parameters are the number of clusters, distance between the clusters, the total number of points, cluster distributions and outlier controlling parameters. The generator operates in 2D and provides five levels of difficulty. The generator can add uniform background noise and transform the densities into a higher dimensional space. However the generator is not able to control statistical properties relevant for the qualitative or quantitative evaluation of supervised learning algorithms.

The work probably most closely related to the one presented here is the one from van der Walt and Bernard (2007). The authors have used very simple Gaussian mixture models in order to debunk myths or “common wisdom” like for example “discriminative classifiers tend to be more accurate than model-based classifiers at classification tasks” or that “k-nearest-neighbors (kNN) classifiers are almost always close to optimal in accuracy, for an appropriate choice of k”. This work clearly demonstrates the usefulness of synthetic dataset generators based on generic density mixtures. However, the authors had to set the centers and other parameters of the mixtures manually without an explicit model that guarantees a unique mapping between the generated model instance and the characteristic parameters (i.e. parameters that correspond to measurable quantities of the experiments to be executed on the data generated by the model). Such an approach lacks control over the constructed model instance and therefore its reproducibility, since insignificant (from the point of
view of later experiments) parameters accounting for additional degrees of freedom need to be set.
Also, due to this overhead of manual work, the authors were only able to consider up to 10 dimensions, 4 classes and 1000 samples/density which are not representative of real classification problems today. In order to continue this promising path of research, a greater degree of automation is desirable.

In the following, we propose a new method for synthetic dataset generation, the White Gaussian on k-Simplex model (WGKS). The benefit of our contribution is the full dataset generation, the White Gaussian on learning algorithms. As a qualitative reference for the evaluation of machine learning, the Bayes error rate is controlled, which is important to overcome the hitherto discussed disadvantages. In particular, the Bayes error rate is controlled, which is important as a qualitative reference for the evaluation of machine learning algorithms.

3. The White Gaussians on k-Simplex Data Generation Model

The purpose of the WGKS generator is to have a simple and symmetric model representing very simple classification problems. Independent of the learning model, these problems are characterized by the equal stochastic treatment of the classes. No class density shall have any advantage of being modeled better than any other class density. This generator is creating unimodal problems for each class where resulting data is stratified in its nature. In particular the following features of the model will be known and directly controllable: (1) the number of classes, (2) the number of intrinsic dimensions, (3) the number of samples and, most importantly (4) the Bayes error between the class densities. By post-processing, it is also possible to control (5) the centroid, (6) the external dimensionality and (7) the dataset covariance.

The most significant advantage of this method over existing methods is the known Bayes error rate; thus we call this class of methods Bayes-true data generators. The WGKS generator can be obtained from

https://madm.dfki.de/downloads

for the Python environment using the NumPy and SciPy libraries.

The generation model in the standard form is based on white Gaussian densities located at the corners of a regular k-Simplex (see Figure 1). It can be modified choosing other distributions instead.
The k-Simplex explicitly defines the number of densities and implicitly defines the number of intrinsic dimensions \( d = k - 1 \). This setup guarantees that all density centers are having the same euclidean distance to each other, thus ensuring the aforementioned equal stochastic treatment. The central difficulty in generating data according to this model lies in the fact that even in the comparatively easy case of white Gaussian distributions there is no known explicit solution for the edge length \( \lambda \) of the simplex with Bayes error \( e(\lambda) \).

This means, the cost function \( \| e(\lambda) - e_t \| \), where \( e_t \) is the target error rate, has to be minimized over all \( \lambda \) by some optimization procedure.

Furthermore, even \( e(\lambda) \) cannot be computed explicitly for arbitrary dimensions. This means standard nonlinear optimization methods will imply repeated Bayes error computation by time-consuming Monte-Carlo simulation. To allow a convenient practical usage of WGKS, we will present some major ideas for speedup in the following.

3.1. Computing the Bayes Error

The probabilities of each class \( c \) for a sample \( x_h \) are given by

\[
f_c(x_h, \lambda) = \frac{1}{(2\pi)^{d/2} |\Sigma|^{1/2}} e^{-\frac{1}{2}(x_h - \lambda v_c)^T \Sigma^{-1} (x_h - \lambda v_c)},
\]

(1)

where \( \Sigma \) is the covariance matrix (can be omitted, because we are considering white Gaussians), \( \lambda \) is the edge length of the simplex and \( v_c \) are the coordinates of the vertices of the k-simplex with edge length 1.

We consider two different Monte Carlo methods for computing the Bayes error:

A) Direct evaluating of the Confusion Matrix. All samples \( x_h \) whose originator class \( c_o \) is not equal to the most likely class \( \hat{c} \) with largest posterior probability \( f_c(x_h, \lambda) \) are counted as false classified. The number of false classified samples divided by the overall number of samples is the estimate for the Bayes error rate.

B) Importance Sampling. The probabilities of each class \( c \), in particular of the most likely class \( \hat{c} \) for a sample \( x_h \) are given by

\[
p(\hat{c} | x_h) = \frac{f_{\text{max}}(x_h)}{\sum_i f_i(x_h)},
\]

with \( f_{\text{max}}(x_h) \) being the largest density. Computing their mean over all samples \( \bar{p} = \frac{1}{|X|} \sum_{h=1}^{X} p(\hat{c} | x_h) \) also yields an estimator for the Bayes error rate \( e = 1 - \bar{p} \), based on the idea of importance sampling. For a detailed mathematical derivation see Appendix Appendix A.
It can be shown (see Appendix Appendix A) that the the variance of method B is always smaller than the variance of method A, hence on the average method B converges faster.

However, there is a trade-off, since the computation of the likelihoods for each sample in method B usually takes more time as the check for misclassification in method A can be sped up for many kinds of identical densities (e.g., for white Gaussians, this reduces to distance calculations between the sample and the center of each density). Also, method A is inevitable when the posterior samples are not available but only classifier labels of the Bayesian classifier.

3.2. Revision of Bayes Error Computation

Since the Bayes error computation relies on Monte Carlo simulation, a large number of samples is needed for reasonable accuracy. However, the amount of samples is highly limited by the available computation time and memory. We propose a more efficient approach that exploits the total symmetry of this setup. From the implementation it can be seen that the time complexity of the model with limited symmetry of this setup. From the implementation it can be shown (see Appendix Appendix A) that the the variance of method B is always smaller than the variance of method A, hence on the average method B converges faster.

However, there is a trade-off, since the computation of the likelihoods for each sample in method B usually takes more time as the check for misclassification in method A can be sped up for many kinds of identical densities (e.g., for white Gaussians, this reduces to distance calculations between the sample and the center of each density). Also, method A is inevitable when the posterior samples are not available but only classifier labels of the Bayesian classifier.

3.2. Revision of Bayes Error Computation

Since the Bayes error computation relies on Monte Carlo simulation, a large number of samples is needed for reasonable accuracy. However, the amount of samples is highly limited by the available computation time and memory. We propose a more efficient approach that exploits the total symmetry of this setup. From the implementation it can be seen that the time complexity of the model with limited symmetry of this setup. From the implementation it can be shown (see Appendix Appendix A) that the variance of method B is always smaller than the variance of method A, hence on the average method B converges faster.

However, there is a trade-off, since the computation of the likelihoods for each sample in method B usually takes more time as the check for misclassification in method A can be sped up for many kinds of identical densities (e.g., for white Gaussians, this reduces to distance calculations between the sample and the center of each density). Also, method A is inevitable when the posterior samples are not available but only classifier labels of the Bayesian classifier.

3.3. Accuracy Improvement for Small Error Rates

Least-squares retrofitting of experimental data strongly suggests that for a fixed $k$ the relation between $\lambda$ and $e$ is based on the inverse of the complemented error function (see Figure 3).

This seems reasonable, since white Gaussian densities are used. By contrast, inverse polynomial and trigonometric functions and combination thereof failed to approximate the recorded values which are presented in Figure 3.

In particular, $\lambda(e,k) = -\frac{1}{\sqrt{\pi}} \text{erf} \left(2e\right) + y_k$, which only depends on a slope parameter $s_k$ and a vertical shift parameter $y_k$, presents a well suitable approximation of the $\lambda$-$e$ relationship; other parameters proved to be insignificant for the experimental data.

Since all probability density functions are identical, it is obvious that for $\lambda = 0$ the Bayes error rate equals $(k-1)/k$, which yields one parameter.

For determining the second parameter, the calculation of $\lambda$ for any other target error rate $e_t$ will suffice. We choose $e_t = 0.5$, since the absolute slope of the inverse error function is smallest at this value. This means, a small deviation of the achieved error rate due to the statistical spread of the Monte Carlo estimation will result in the smaller deviation of $\lambda$ than for any other target error rate.

These considerations can be used in two ways. Firstly, since the variance of $\lambda$ is larger for small $e_t$, it can make sense to compute the parameters of the inverse error function instead as suggested and evaluate the latter for the desired $e_t$.

Secondly, when $\lambda$ is needed for multiple error rates for the same $k$, the presented approach only needs to perform the expensive Monte Carlo simulation once.
Figure 3: Relationship between the error and the distance \( \lambda \) for a given number of white normal densities positioned on a regular \( k \)-simplex. The implicit number of dimensions is \( k-1 \). Values are obtained experimentally.

We used this method to generate a lookup table that is implemented in the downloadable version of the WGKS and can be used for fast determination of \( \lambda \). The parameter values were computed in the above manner using extensive Monte Carlo sampling. Note that for \( k=2 \) the inverse error function is just the standard inverse error function. For \( k > 100 \), due to computational limitations, a full list of values cannot be provided. However, for these \( k \), \( \lambda \) depends almost log-linear on \( k \) (cf. Figure 4) and hence can be extrapolated.

Figure 4: How \( \lambda \) and \( k \) depend on each other (drawn in a logarithmic scaling of the \( k \)-axis for 50% error rate).

3.4. Optimization of \( \lambda \) for Generic Densities

The generator can be modified in order to generate samples from more general density prototypes (again placed on the corners of a regular \( k \)-simplex). However, using a look up table method as mentioned above does not work anymore, since the distance to error relationship will typically become non error-function like and may even be not monotonic or discontinuous. Finding the optimal parameter \( \lambda \) in this case can either be performed by gradient descent methods (if the class densities are differentiable), in our case by multisection search (Csallner et al., 2000) or by other global (possibly stochastic) optimization methods.

3.5. Post Processing Guaranteeing Intrinsic Dimensionality

In the WGKS module, there is a series of post processing steps that can be used to create affine variations of a dataset in order to test a classifier for its robustness. We propose random translation, scaling, shearing and rotation methods, as well as a method of fitting the data to a given covariance matrix. The main purpose of these modifications is to embed the generated data into higher dimensional spaces.

3.5.1. Random Translation

Translations do not change any other parameters than the means and are simply implemented by adding a random vector to all samples. For WGKS, this random vector is obtained in two steps:

1. A random direction vector is generated form an \( d \)-dimensional normal distribution and subsequent normalization.
2. A random length scalar is generated from a uniform or normal distribution.

3.5.2. Random Rotation

Rotation changes the means and the absolute covariance characteristics but the shape is preserved. In order to obtain a random rotation matrix with each rotation equally likely, we make use of the fact, that each orthogonal matrix with determinant 1 represents a rotation.

We start off with a \( d \times d \) matrix with entries \( x_{i,j} \sim N(0,1) \). Since this resembles \( d \)-dimensional normally distributed random vectors, we get an equally distributed likelihood concerning the directions (angles). We then orthogonalize this matrix, e.g. by a QR decomposition, taking Q (which already has determinant 1) and yield an orthogonal matrix with each rotation direction equally likely, since the directions of the starting vectors were uniformly random. This procedure has been described by Genz (1999).

3.5.3. Random Scaling

As scaling parameter we chose a log-normal distributed variable \( z \sim N_{\log}(0,\sigma) \). According to the survey done by Limpert et al. (2001) this is the most dominant form of one-sided distributions for natural problems. The characteristic of the chosen distribution parameters is that the distribution median is at 1. The \( \sigma \)-parameter, which is accounting for the spread, is user-defined.
3.5.4. Random Shearing
An easy way to obtain a random shearing matrix is to start with a orthogonal matrix $I$ (identity matrix) and break its perpendicularity by modifying $l$ randomly chosen specific linear dependencies between different coordinates by $M_{i\xi,j\xi} \sim N(0,\sigma)$, with $i\xi,j\xi \sim U\{1,\ldots,n\}$, $i\xi \neq j\xi$ and $(i\xi_1,j\xi_1) \neq (i\xi_2,j\xi_2)$, where $\xi$ runs from 1 to $l$ and $U(A)$ denotes the discrete uniform distribution on the set $A$.

3.5.5. Fixing the Outer Covariance Matrix
This method transforms a given dataset affinely in a way, such that it follows a given covariance matrix. This is achieved in three steps. In the first step a PCA is performed on the data $X$, so that eigenvectors are obtained and, scaled by their eigenvalues, stored in a Matrix $M_1$. Applying $M_1^{-1}$ to $X$ will rotate and whiten the supplied data and yield $X'$. Next, we perform eigenvalue decomposition of the target covariance matrix $\Sigma$ and thus obtain a matrix $M_2$ of the eigenvectors, again scaled by their eigenvalues. We then transform $X'$ by $M_2$ and yield $X_t$ which satisfies the desired covariance matrix $\Sigma$.

Formally, for a data point $x$, we have

$$x_t = M_2 \cdot (M_1^{-1} \cdot (x - \tilde{c})) + \tilde{c}$$

4. Experiments
In this section we demonstrate the usefulness of being able to control characteristic parameters of the classifier evaluation. The WGKS directly controls the number of densities/dimensions, sample size and the Bayes error rate. We use this to exemplarily investigate the question of how the error rate of the 1-nearest-neighbor algorithm (1-NN) truly behaves between the theoretical bounds for $k$ classes, the Bayes error rate $e$ and $e \cdot (2 - \frac{k - 1}{k} \cdot e)$ (cf. Duda et al. (2000)).

Those bounds however only hold true in the case of an infinite sample size; for a practitioner this knowledge is just a loose guess of what he can expect when applying the nearest neighbor method to real data, which is surely finite and might even be small. It is a priori unclear how the error behaves in this case and in particular, whether it can swell beyond the theoretical bounds. Also, it is viable to know how the error rate changes, when the number of training samples used or the number of classes varies.

For simplification, real-world data is often assumed to be of some kind of Gaussian mixture. Hence the WGKS method with its controlled Bayes error rate is well suited for investigating this problem.

4.1. Experimental Setup
We considered datasets with $k = 2,5,10,20$ classes and Bayes error rates $e$ between 0 and $(k - 1)/k$ in steps of 0.05 for each $k$. Also for each $k$ and $e$ training sample sizes of 100, 1000 and 10000 samples per class density ($n$) for the 1-NN were considered. The size of the test data set was chosen to be 5000 $n$. This guarantees that the probability granularity is always the same.

4.2. Experimental Results
The experiments were repeated 12 times and results are presented in figures 5, 6, 7 and 8. It can be observed that the behavior of the 1-NN is depending on the three studied parameters ($k,e,n$).
2. For an increasing \( k \), the average performance curves’ sensitivity to \( n \) increases. A larger number of samples tends to yield a better performance.

3. The overall performance of the 1-NN classifier decreases with increasing \( k \).

4.3. Experiment Interpretation

With the help of the WGKS data generation model we demonstrated that it is possible to identify the performance distribution of the first nearest neighbor classifier. As the WGKS is an off the shelf tool, we were able to quickly construct an experiment yielding useful information for the practice.

The 1-NN performs best for binary decisions where the first nearest neighbor will have an average performance much better than the theoretical upper bound. Also, for a low number of classes already few samples per density seem to be sufficient for a good performance whereas when \( k \) grows, the number of samples per class must be significantly enlarged. In particular, the overall number of samples must grow overproportionally to yield a performance within the theoretical bounds of the infinite case.

5. Discussion

With synthetic data generators it is possible to systematically perform controlled experiments that allow to gain generic insights on a machine learning tool’s performance. In contrast, using natural datasets for reference, like the ones found in the UCI repository, limits the study of influence factors (data characteristics), since such characteristics are almost impossible to control independently.

The proposed generator delivers data for testing supervised and unsupervised learning methods on large-scale problems with a high degree of automation. This data can be embedded into high dimensional spaces maintaining controlled statistical properties. In this way our generators can control intrinsic dimensionality. The structure of the data is predictable, repeatable and comprehensive. Our generator delivers true Bayes posteriors that on the one hand allow to compare how well classifiers estimate these and on the other hand define a reference for classifiers’ performances.

Concretely, the WGKS generator allows to perform a variety of hypothesis testing experiments by guaranteeing specific stochastic properties. Our generator can guarantee a specific global Bayes error rate, sample size, structure (class relationships), number of dimensions, dataset covariance and data centroid. Apart from that it is possible to add transformations to test for trivial data variations. This is also helpful to find weaknesses in new algorithms as they should not get influenced by these transformations. A beneficial side effect of using well controlled synthetic data generators in general, and the WGKS in particular, is the simplified reproducibility of scientific work. Instead of actually providing data any author can describe the procedure of data generation, which can be reproduced according to these descriptions. Our implementation of the WGKS produces these descriptions automatically, so that they can be either attached to a publication or made available for download on the internet.

The generator is open source and the Python implementation is available for download at the MADM website\(^1\). SciPy is required, but beyond this the generators can run almost in any computer environment. SciPy allows exporting of data to many formats including Matlab so that Matlab users can harness the provided generator.

---

\(^1\)https://madm.dfki.de/downloads
6. Conclusion

Synthetic data generators which can control the statistic properties of the feature vectors are important tools for experimental inquiries performed in context of machine learning and pattern recognition. We proposed a new generator that can be used to model simple problems with fully known statistical characteristics. Issues concerning the efficiency of the methods were discussed and significant improvements in speed were presented, making the WGKS method of practical use.

We consider this work as a cue to stimulate further work in this field. In Lodwich et al. (2009) we demonstrate other synthetic Bayes-true data generators for dynamic processes emulation based on random walks and partially linear models.
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APPENDIX

Appendix A. Variance Comparison of Bayes Error Computation Methods

The methods A and B from section 3.1 for the Bayesian error rate computation will be compared formally in terms of their variance in the following.
We compute the Bayes error rate by
\[
\text{cor} = \frac{1}{|X|} \sum_{h=1}^{|X|} \mathbb{I}_{\hat{x}(\cdot)=c_o(\cdot)}(x) \quad \text{by standard Monte Carlo estimation, where } x \text{ is sampled from the mixture of all densities } f^*.\]

For the estimator \( \mathbb{I}_{\hat{x}(\cdot)=c_o(\cdot)}(x) \) of a sample \( x \) we have
\[
\mathbb{I}_{\hat{x}(\cdot)=c_o(\cdot)}(x) = \mathbb{I}_{A_o}(x)
\]
Hence for the variance of the estimator it holds:
\[
\text{var}(\mathbb{I}_{A_o}(x)) = p(A_o) \cdot (1 - p(A_o)) = (1 - e) \cdot e.
\]

Appendix A.2. Method B: Importance Sampling Derivation. It holds
\[
\text{cor} = \int \mathbb{I}_{\hat{x}(\cdot)=c_o(\cdot)}(x) \cdot f^*(x) dx = \frac{1}{k} \sum_{j=1}^{k} \mathbb{I}_{A_j}(x) \cdot f_j(x) dx = \frac{1}{k} \int_{\Omega} f_{\max}(x) dx,
\]
where \( f_{\max}(x) = \max_{j=1...k} f_j(x) \). This can be approximated, using the idea of importance sampling:
\[
\frac{1}{k} \int f_{\max}(x) dx = \frac{1}{k} \int \frac{f_{\max}}{\sum_{j=1}^{k} f_j(x)} \cdot f^*(x) dx
\]
\[
= \frac{1}{k} \int \frac{f_{\max}}{\sum_{j=1}^{k} f_j(x)} \cdot f^*(x) dx
\]
\[
= E^* \left[ \frac{f_{\max}(x)}{\sum_{j=1}^{k} f_j(x)} \right]
\]
\[
\approx \frac{1}{|X|} \sum_{h=1}^{k} \frac{f_{\max}(x_h)}{\sum_{j=1}^{k} f_j(x_h)}.
\]

Note that the \( x_h \) are sampled from the joined mixture density.

Variance. We can compute the variance of the estimator \( \frac{f_{\max}(x)}{\sum_{j=1}^{k} f_j(x)} \) by
\[
\text{var} \left( \frac{f_{\max}(x)}{\sum_{j=1}^{k} f_j(x)} \right) = E^* \left[ \left( \frac{f_{\max}(x)}{\sum_{j=1}^{k} f_j(x)} \right)^2 \right] - \left( E^* \left( \frac{f_{\max}(x)}{\sum_{j=1}^{k} f_j(x)} \right) \right)^2
\]
\[
= \frac{1}{k} \int \frac{f_{\max}(x)^2}{\sum_{j=1}^{k} f_j(x)^2} \cdot \sum_{j=1}^{k} f_j(x) dx
\]
\[
- \left( \frac{1}{k} \int \frac{f_{\max}(x)}{\sum_{j=1}^{k} f_j(x)} \cdot \sum_{j=1}^{k} f_j(x) dx \right)^2
\]
\[
= \frac{1}{k} \int \frac{f_{\max}(x)}{\sum_{j=1}^{k} f_j(x)} \cdot f_{\max}(x) dx
\]
\[
\leq (1 - e) \cdot e \quad \text{by (A.1)}
\]
since the densities are identical and have the same error rate. This can further be reduced to
\[
\text{var} \left( \frac{f_{\max}(x)}{\sum_{j=1}^{k} f_j(x)} \right) \leq (1 - e) \cdot (1 - e)^2 = (1 - e) \cdot e
\]
the variance of the confusion matrix estimator.
Hence it holds \( \text{var}(\text{estimator (A)}) \geq \text{var}(\text{estimator (B)}) \) and it is easy to see that estimator (B) is better in the case of \( f_{\max}(x) < \sum_{j=1}^{k} f_j(x) \).

Appendix B. Transformation for Bayes Error Computation Speed-Up

Appendix B.1. Formal Verification of Results
Lemma 1. Let \( D_1, D_2, ..., D_k \) be \( k = d+1 \) densities with centers \( \mu_1, \mu_2, ..., \mu_k \) located on the corners of a regular \( k \) Simplex in an \( d \) dimensional Euclidean Space. Let \( B_j \)
be the \( d-1 \) dimensional perpendicular line bisector of the centers of the densities \( D_j \) and \( D_l \). If (a) all pairs of densities \( D_j \) and \( D_l \) are symmetric by reflection through \( B_{j,l} \) and (b) each density \( D_l \) is mirror symmetric by reflection through each \( B_{j,l} \) \( \forall j,l \in \{1,..,k\} \setminus \{i\}, j \neq l \), then all densities are positioned rotationally invariant, i.e. a rotation by any true rotation \( S \in \text{Sym}(k-\text{simplex}) \), the symmetrical group of the \( k \)-Simplex, does not change the overall setup except for the labels of the densities in the respective global position.

**Proof.** From elementary geometry we know that in 2D a rotation is equivalent to two concatenated reflections through lines \( \alpha \) and \( \beta \) (Kane, 2001). The angle of the rotation equals 2 times the angle between \( \alpha \) and \( \beta \). This can be generalized to 3D (Beardon, 2005) and arbitrary dimensions (Kane, 2001), using dihedral angles (the angles between two Hyperplanes). Hence we can express a rotation \( S \in \text{Sym}(k-\text{simplex}) \) by a concatenation of an even number of reflections through some hyperplanes \( B_{j,l} \). Fomin and Reading (2008) show that these hyperplanes indeed are the perpendicular line bisectors. It is also shown there that due to the setup of the densities on a regular \( k \)-Simplex each \( B_{j,l} \) runs through all other centers \( x_i \), \( i \neq j, l \), hence fixes them. By assumption (b), for each reflection through \( B_{j,l} \), all other densities \( X_i \) remain in an equivalent state. By assumption (a) the densities \( X_j \) and \( X_l \) are symmetric by reflection through \( B_{j,l} \), hence for the overall setup this just results in a swap of the labels \( j \) and \( l \). All in all this means the simplex is rotation invariant to any rotation from \( \text{Sym}(k-\text{simplex}) \).

**Theorem 1.** Let \( N_1, N_2, ..., N_k \) be \( k = d + 1 \) identical Normal distributions with covariance matrices \( \Sigma_i = \alpha^2 I \) and centers \( \mu_i, i = 1..k \) located on the corners of a regular \( k \)-simplex in an \( d \)-dimensional Euclidean Space \( E \). Let \( B_{i,j} \) be the \((d-1)\)-dimensional perpendicular line bisector of the centers of the densities \( N_i \) and \( N_j \), \( i \neq j \). Then \( B_{i,j} \) are the Bayesian decision boundaries. Furthermore, the overall Bayesian error rate is equivalent to the error rate of each density.

**Proof.** \( B_{i,j} \) is the Hyperplane consisting of all equidistant points between \( \mu_i \) and \( \mu_j \). Since \( N_i \) and \( N_j \) are identical and have diagonal covariance matrices (being scalar multiples of the identity matrix), the Bayesian decision boundary (assuming equal priors) is \( B_{i,j} \) (Duda et al., 2000). The boundaries \( B_{i,j} \) \( \forall i,j \in \{1..k\} \), \( i \neq j \) subdivide \( E \) into \( k \) compartments, each defined by \( \{ B_{i,j} \mid j \in \{1..k\} \setminus \{i\} \} \) corresponding to the space where one density \( N_i \) dominates the others. Obviously, a pair of densities \( N_j \) and \( N_l \) are symmetric by reflection through \( B_{j,l} \) and clearly each density \( N_i \) is invariant to reflection through any other \( B_{j,l} \) \( l,j \in \{1..k\} \setminus \{i\} \), \( l \neq j \), since such a \( B_{j,l} \) runs through \( \mu_i \). By Lemma 1 this means the densities arranged on the simplex are rotational invariant and hence the error rate in each compartment must be the same and hence be equivalent to the overall error rate. Again as a result from the symmetry of \( N_i \) and \( N_j \) (and the invariance of all other densities), the density mass that is misclassified as "Class i" though belonging to \( N_j \) equals the density mass that is misclassified as "Class j" though belonging to \( N_i \). Using this argument for all densities \( N_j \) neighboring \( N_i \), we get that the error rate in each compartment is equivalent to the error rate of each single density \( N_i \).

**Appendix B.2. Detailed Description of the Transformation**

In detail, the transformation described in Section 3.2 works as follows. Note that all vector coordinates are expressed in terms of a global coordinate system where \( N_1 \) is located at the origin and \( N_2 \) is located on the \( x_1 \)-axis.

1. Let the \( k \)-simplex be centered at its centroid. Let \( S \) (Fig. B.9) be the coordinate system consisting of the direction vectors of the equidistance lines of each \((k-1)\) density centers (with one thereof always being \( \mu_1 \), the center of \( N_1 \)) in an order such that \( \mu_1 \) lies in the first orthant. The basis vectors \( e_i \) spanning \( S \) can be computed by \( e_i = m - \mu_{k-i} \ \forall i = 1..k-1 \), where \( m \) is the centroid of the simplex.
2. Transform the coordinate system to a Cartesian one \( S' \). Compute \( \mu_1' \) by \( \mu_1' = S^{-1} \cdot \mu_1 \).
3. Since \( S^{-1} \) is a linear transformation, to ensure equivalence of the classification problems, it suffices to sample from a normal density \( N'_1 = N(\mu'_1, \Sigma') \) in the new coordinate system, where \( \Sigma' = S^{-1} \cdot \Sigma \cdot (S^{-1})^T = S^{-1} \cdot (S^{-1})^T \) if the original \( \Sigma \) was the unit matrix.