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Abstract

This paper presents an overview of several most commonly used temporal and spectral processing methods for the enhancement of degraded speech. Three major sources of degradation, namely, background noise, reverberation and speech from the competing speakers, have been considered. Temporal processing refers to processing the degraded speech in the time domain, for enhancing the speech components. Spectral processing refers to processing the degraded speech in the frequency domain. After the review, the paper concludes with a summation that considers the possibility of combined Temporal and Spectral Processing (TSP) approach for the enhancement of degraded speech.
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1. Introduction

Speech signals in the real world scenarios are often corrupted by various types of degradations. The most common degradations include background noise, reverberation and speech from competing speaker(s). Degraded speech is poor, both in terms of perceptual quality and intelligibility. Poor perceptual quality leads to listener fatigue. Poor intelligibility leads to degraded performance in tasks like speech and speaker recognition. Degraded speech, therefore, needs to be processed for enhancing its perceptual quality and intelligibility. Several methods have been proposed in the literature for the enhancement of degraded speech. A majority of these methods can be grouped into spectral processing and temporal processing methods. In the spectral processing methods, degraded speech is processed in the frequency domain, for achieving enhancement. In the temporal processing methods, the processing is done in the time domain. The approach to speech enhancement varies considerably, depending on the type of degradation. For example, the type of processing for enhancing speech degraded by background noise (noisy speech) is different from the method employed for enhancing speech degraded by reverberation (reverberant speech).

This paper provides an overview of some commonly used methods proposed for the enhancement of degraded speech. The rest of the paper is organized as follows: Section 2 presents a review of the methods for processing speech degraded by background noise. Section 3 discusses the enhancement techniques for speech degraded by reverberation. Methods for the enhancement of speech in multi-speaker environment are discussed in Section 4. Finally, the summary of the review has been provided in Section 5.

2. Enhancement of Noisy Speech

Background noise is the most common factor that causes degradation of quality and intelligibility of speech. The term background noise refers to any unwanted signal that is added to the desired signal. Background noise can be stationary or nonstationary and is assumed to be uncorrelated and additive to the speech signal. Mathematically, speech degraded by background noise can be expressed as the sum of clean speech and background noise [1].

That is,

\[ y(n) = s(n) + d(n) \]  \hspace{1cm} (1)

where \( y(n) \), \( s(n) \) and \( d(n) \) denote the noisy speech, clean speech and background noise, respectively. In the frequency domain, it can be represented as

\[ Y(k) = S(k) + D(k) \]  \hspace{1cm} (2)

where \( k \) is the index of frequency bin.

The problem of enhancing noisy speech received considerable attention in the literature and a variety of methods have been proposed to overcome it. A majority of these methods may belong to one of these two categories: Spectral processing methods such as the spectral subtraction, minimum mean square error (MMSE) estimator, wavelet denoising methods and temporal processing methods such as linear prediction (LP) residual based methods.
2.1 Spectral Processing Methods

Spectral processing methods are the most popular techniques for noise reduction, mainly because of their simplicity and effectiveness. Most of the spectral processing techniques rely on the basis that the human speech perception is not sensitive to short-time phase [2]. This is exploited in these methods, where only the spectral magnitude associated with the original signal is estimated. In case of noisy speech, the spectral processing methods can be grouped into nonparametric and statistical model-based methods [2]. Methods from the first category remove an estimate of the degradation from the noisy features, such as subtractive type algorithms and wavelet denoising. The statistical model based method such as MMSE estimator uses the parametric model of the signal generation process.

2.1.1 Spectral Subtraction

Spectral subtraction is historically one of the first algorithms proposed in the field of background noise reduction, which is still referenced today because of its minimal complexity and relative ease in implementation. Spectral subtraction is performed by subtracting the average magnitude of the noise spectrum from the spectrum of the noisy speech, to estimate the magnitude of the enhanced speech spectrum [1]. The estimate of the enhanced speech spectrum is obtained as [1]:

\[ |\hat{S}(k)| = |Y(k)| - |\hat{D}(k)| \]  

where \( \hat{D}(k) \) is the average magnitude of the noise spectrum. The noise estimation is obtained on the assumption that the background noise is locally stationary, so that the noise characteristics computed during the speech pauses are a good approximation to the noise characteristics [2].

The enhanced spectrum obtained using the above relation may contain some negative values due to the errors in estimating the noise spectrum. The simplest solution is half-wave rectification of these values, to ensure a non-negative magnitude spectrum. This nonlinear processing of negative values creates small, isolated peaks in the spectrum occurring at random frequency locations in each of the frames. Converted in the time domain, these peaks sound similar to the tones with frequencies that change randomly from frame to frame; that is, tones that are turned on and off at the analysis frame rate. This type of noise is commonly referred to as musical noise [3]. The musical noise can be more annoying to the listeners than the original distortion caused by the background noise. Several modifications for the standard spectral subtraction method have been proposed to alleviate the speech distortion introduced by the spectral subtraction process [2].

Boll [1] proposed few modifications such as magnitude averaging, residual noise reduction and additional signal attenuation during non-speech activity, to reduce the effect of musical noise. Berouti et al. [3] suggested a method to reduce the musical noise by subtracting an overestimate of the noise spectrum, while preventing the resultant spectral components from going below a preset minimum value. The proposed technique has the following form [3]:

\[
|\hat{S}(k)| = \begin{cases} |Y(k)| - \alpha |\hat{D}(k)|, & |Y(k)| - \alpha |\hat{D}(k)| > \beta |\hat{D}(k)| \\ \beta |\hat{D}(k)|, & \text{otherwise} \end{cases}
\]

(4)

where \( \alpha \) is the over subtraction factor, which is a function of the noise Signal to Noise Ratio (SNR) and calculated as [3]:

\[
\alpha = \alpha_0 - \frac{3}{20} \text{SNR}, \quad -5 \text{dB} \leq \text{SNR} \leq 20 \text{dB}
\]

(5)

where \( \alpha_0 \) is the desired value of \( \alpha \) at 0 dB SNR. Here, SNR is computed as the ratio of the noisy speech power to the estimated noise power. In general, the higher the amount of over subtraction, more will be the attenuation of the stronger components with a low SNR. This prevents musical noise. However, too strong over subtraction will suppress too many components. Therefore, the value of \( \alpha \) has to be carefully chosen, in order to prevent both the musical noise and signal distortion [3]. The introduction of spectral floor \( \beta \) prevents the subtraction of spectral components of the enhanced speech spectrum falling below the predefined lower value.

A frequency adaptive subtraction factor based approach is proposed in [4, 5]. The motivation is that, in general, noise may not affect the speech signal uniformly over the whole spectrum. Some frequencies are affected more severely than the others. Accordingly, Lockwood and Boudy [4] proposed the nonlinear spectral subtraction (NSS) method, based on the linear spectral subtraction proposed by Berouti et al. [3]. In NSS, the over subtraction factor is frequency dependent in each frame of speech. Larger values are subtracted at frequencies with low SNR levels and smaller values are subtracted at frequencies with high SNR levels. Kamath and Loizou [5] extended this concept and developed a multi-band spectral subtraction method that divides the speech spectrum into N nonoverlapping bands, and the over subtraction factor for each band is calculated independently. The individual frequency bands of the estimated noise spectrum are subtracted from the corresponding bands of the noisy speech spectrum. The performances of the above methods are not satisfactory in adverse environments, particularly when the SNR is very low. The reason is that in very low SNR conditions, it is still difficult to suppress noise without degrading.
intelligibility, and without introducing residual noise and speech distortion.

Due to this fact, several perceptual-based approaches are advocated, wherein instead of completely eliminating the musical noise and introducing distortion, the noise is masked taking advantage of the simultaneous masking properties of the auditory system [6, 7]. The masking effect means that a stronger signal can make a weaker signal occurring simultaneously inaudible. If the noise signal is weaker than the speech signal in the same frequency band, then the noise signal is masked by the speech signal [6]. Therefore, we can use less noise subtraction to avoid unnecessary distortion. Accordingly, instead of attempting to remove all noise from the signal, the algorithms attempt to attenuate the noise below the audible threshold [6, 7].

Most of the speech enhancement algorithms are applied for noisy speech enhancement. STFT provides a compromise between time resolution and frequency resolution. However, once

2.1.2 MMSE Estimator

In spectral subtraction based methods, there were no specific assumptions made about the distribution of the spectral components of either speech or noise. Ephraim and Malah [8] have proposed a system that utilizes the MMSE criteria using models for the distribution of the spectral components of speech and noise signals. The MMSE-short time spectral amplitude (STSA) estimator for speech enhancement aims to minimize the mean square error between the short time spectral magnitude of the clean and enhanced speech signal. This method assumes that each of the Fourier expansion coefficients of the speech and of the noise process can be modeled as independent, zero-mean, Gaussian random variables [8].

The MMSE log-spectral amplitude (MMSE-LSA) estimator for speech enhancement was also proposed by Ephraim and Malah in 1985 [9]. The aim of the authors, in their previous work on MMSE estimation of the STSA, was to enhance the speech by minimizing the error between the STSA of clean speech and enhanced speech. This optimality criterion does not consider any of the nonlinear characteristics observable in human perception [10]. To incorporate perceptually significant information into the algorithm, the authors proposed a method to minimize the mean square error between the logarithm of the STSA of the clean and enhanced speech. That is, the LSA estimator minimizes [2]

$$E\left\{ (\log A_k - \log \hat{A}_k)^2 \right\}$$  \hspace{1cm} (6)

where $A_k$ denotes the spectral amplitude, and $\hat{A}_k$ is its optimal estimator.

A fundamental assumption made in the MMSE algorithms is that the real and imaginary parts of the clean DFT coefficients can be modeled by a Gaussian distribution. This Gaussian assumption might hold for the DFT coefficients of the noise, typically estimated using relatively short (20-30 ms) duration windows [2]. Based on this observation, a similar optimal MMSE-STSA estimator using non-Gaussian distributions is proposed. In particular, the Gamma [11] or the Laplacian [12] probability distributions are used to model the distributions of the real and imaginary parts of the DFT coefficients.

All MMSE-based methods need the estimate of the $a$ priori SNR, the SNR of the $k$th spectral component of the clean speech signal. Since the knowledge of clean signal is seldom available in practical systems, a decision-directed estimation and maximum likelihood (ML) estimation are used to compute $a$ priori SNR [8]. Cappe [13] provided a more detailed analysis on the decision-directed estimation approach and proposed a lower limit to the estimate of the $a$ priori SNR, in order to reduce the annoying musical tones. Cohen introduced causal and non-causal recursive estimators for the $a$ priori SNR, which take into account the time-frequency correlation of speech signals [14]. The causal $a$ priori SNR estimator is closely related to the decision-directed estimator. The non-causal $a$ priori SNR estimator employs future spectral measurements to predict better the spectral variances of clean speech. Experimental results show that the non-causal estimator yields a higher improvement in the segmental SNR and lower log-spectral distortion than the decision-directed method and the causal estimator [14].

2.1.3 Wavelet Denoising

Most of the speech enhancement algorithms are applied in the frequency domain, using short-time Fourier transform (STFT), which allows analyzing nonstationary speech signals. STFT provides a compromise between time resolution and frequency resolution. However, once
the frame length is chosen, the time resolution is the same for all frequency components.

Some of the speech enhancement algorithms are developed using wavelet transform, which provides more flexible time-frequency representation of speech [15]. One popular technique for wavelet-based signal enhancement is the wavelet shrinkage algorithm [16]. Wavelet shrinkage is a simple denoising method based on the thresholding of the wavelet coefficients. The estimated threshold defines the limit between the wavelet coefficients of the noise and those of the target signal. However, it is not always possible to separate the components corresponding to the target signal from those of noise by simple thresholding. For noisy speech, energies of unvoiced segments are comparable to those of noise. Applying thresholding uniformly to all wavelet coefficients not only suppresses additional noise but also some speech components, like unvoiced ones [15]. Consequently, the perceptual quality of the filtered speech is affected. Therefore, the wavelet transform combined with other signal processing tools like Wiener filtering in the wavelet domain and wavelet filter bank have been proposed for speech enhancement [17]. More recently, a number of attempts have been made to use perceptually motivated wavelet decompositions, coupled with various thresholding and estimation techniques [18].

2.2 Temporal Processing Methods

2.2.1 LP Residual Enhancement

Most of the studies on the speech enhancement discussed above focus on enhancement, based on suppression of noise. These methods disturb the spectral balance in speech, resulting in unpleasant distortions in the enhanced speech. Yegnanarayana et al. proposed a noisy speech enhancement method by exploiting the characteristics of excitation source signal such as the LP residual [19]. The basic approach for speech enhancement is to identify the high SNR portions in the noisy speech signal, and enhance those portions relative to the low SNR portions, without causing significant distortion in the enhanced speech. The residual signal samples are multiplied with the weight function, and the modified residual is used to excite the time-varying all-pole filter derived from the given noisy speech, to generate the enhanced speech. In this method, enhancement is carried out by the following three steps [19]: (i) identification and enhancement of high SNR regions at the gross level; (ii) identification and enhancement of high SNR regions at the fine level; and, (iii) enhancement of spectral peaks over valleys.

In [20], a speech enhancement algorithm, similar to [19], has been proposed. It differs with the former residual weighting scheme in that the weights on the LP residuals have been derived, based on a constrained optimization criterion. Enhanced speech is obtained by exciting the time-varying all-pole synthesis filter with the enhanced residual. In [21], the authors exploited the use of coherently added Hilbert envelope (HE) for LP residual reconstruction. Large amplitude at the instant of strong excitation, a feature of HE, makes it a good indicator of glottal closure (GC), where an excitation pulse takes place. Therefore, applying HE to the LP residual as a weighting function has the effect of emphasizing the pulse train structure for voiced speech, which leads to an enhanced LP residual signal.

3. Enhancement of Reverberant Speech

Reverberation affects the quality of speech, in which delayed copies of the speech waveform, called echoes are added to the direct speech. Mathematically, this can be expressed as convolution of the speech signal, with room impulse response [22]. That is,

\[ z(n) = s(n) \ast h(n), \]  

(7)

where \( s(n) \) represents the clean speech, \( h(n) \) denotes the room impulse response and \( \ast \) symbolizes the convolution operation. The reverberation is completely characterized by the speaker to receiver room impulse response. This can be divided into three segments: Direct sound, early reflections and late reflections. The first sound that is received without reflection is the direct sound. A little later, the sounds which were reflected off one or more surfaces will be received. These reflected sounds are separated from the direct sound, in both time and direction [23]. The reflected sounds form a sound component usually called early reverberation. Early reverberation is actually perceived to reinforce the direct sound and is, therefore, considered useful to speech intelligibility. Late reverberation results from the reflections that arrive with larger delays, after the arrival of the direct sound. They are perceived either as separate echoes or as reverberation and impairing speech intelligibility [23].

Various methods for improving the performance in reverberant environments have been proposed. These methods may also be broadly grouped into temporal processing and spectral processing methods. The temporal processing methods obtain the enhancement by processing the reverberant speech in time or cepstral domain and spectral domain processing is accomplished in the frequency domain. Besides these categories, there are several multi-stage algorithms that have been proposed, which process degraded signal in both time and frequency domains.

3.1 Spectral Processing Methods

The spectral enhancement methods achieve dereverberation by modifying the short-time magnitude spectrum of the reverberant speech. Initially, Flanagan et al. [24] proposed a spectral based two microphone approach for
processing reverberant speech. The speech signal from each microphone was separated into several subbands. In each frequency band, the spectral amplitudes of the two signals were compared and the maximum amplitude was selected as the contribution for the reconstructed speech. This method exploits the periodic nature of the spectral distortion of speech caused by simple echo. The two microphones spaced at different locations have echoes of different delays and nulls appear at regular but different intervals in the spectra of the microphone outputs. An algorithm proposed by Allen et al. [25] first filters the two individual microphone signals into the frequency band and then the filtered outputs are compensated for the delay differences and added. For each band, the correlation between the two microphone signals is computed. These correlations are used as a gain factor for that band, to suppress the spectral bands with low correlations, in order to remove the reverberation effects. This is done based on the assumption that bands with high levels of coherence contain a strong direct component, whereas bands with low levels of coherence mainly contain reverberation.

Another form of spectral processing method is proposed in [26], using the harmonic structure of speech, based on pitch estimation. In the proposed method, the harmonic part of the speech was extracted by adaptive filtering. Averaging the ratio of DFT of the harmonic part of speech and that of the reverberant part, a dereverberation filter was calculated, which reduced reverberation in both voiced and unvoiced speech segments. The technique is suitable when sufficient number of training utterances are available and the room impulse response does not change significantly.

Recently, a spectral subtraction based spectral processing technique has been developed, to suppress late reverberation effect [23,27]. In spectral subtraction based methods, the impulse response of the room \( h(n) \) can be split as shown below:

\[
h(n) = \begin{cases} 
  h_0(n) & \text{for } 0 \leq n \leq N_1 \\
  h_i(n) & \text{for } N_1 + 1 \leq n \leq N_i \\
  0 & \text{otherwise}
\end{cases}
\]  

where \( N_0 \) is the length of the impulse response and \( N_i \) is the threshold, which is chosen such that \( h_0(n) \) consists of the direct signal and a few early reflections, and \( h_i(n) \) consists of all late reflections. The threshold \( N_i \) can be chosen, depending on the application or subjective preference [23].

The spectral subtraction method is developed based on the fact that the early and late impulse components are approximately uncorrelated in the time domain. Therefore, the late reverberant signal can be treated as an additive noise, and thus can be eliminated through spectral subtraction [27]. Accordingly, the short-time power spectral density (PSD) of the reverberant speech signal \( S_{zz}(l, k) \) is expressed as [27]:

\[
S_{zz}(l, k) = S_{za}(l, k) + S_d(l, k) 
\]  

where \( S_{za}(l, k) \) and \( S_d(l, k) \) are the PSD of the early and late reverberant components, respectively. Indices \( l \) and \( k \) refer to the time frame and frequency bin, respectively.

Lebart et al. [27] introduced a single channel speech dereverberation method, based on spectral subtraction, to reduce this effect. The method estimates the power spectrum of the reverberation, based on a statistical model of late reverberation, and then subtracts it from the power spectrum of the reverberant speech. In [27], the authors assumed that reverberation time is frequency independent and that the energy related to the direct sound could be ignored. Hence, the authors assume that the signal to reverberation ratio (SRR) of the observed signal is smaller than 0dB, which limits the use of the proposed solution to a situation in which the source-microphone distance is larger than the critical distance. This issue has been addressed in [23], where the room impulse response model was generalized by considering the direct component and the reflections separately. A novel estimator was derived, which had an advantage over the late reverberant power spectral density estimator proposed by Lebart, if the source-microphone distance was smaller than the critical distance [23].

One of the main problems in spectral subtraction is the nonlinear processing distortion, for example, the musical noise caused by over-subtraction of the reverberation. This distortion degrades the quality of the processed speech. However, there are some well known methods like spectral floor factor, *a priori* SRR estimation techniques available to reduce this nonlinear distortion to a certain level.

### 3.2 Temporal Processing Methods

#### 3.2.1 Inverse Filtering

Reducing reverberation through inverse filtering is one of the most common approaches.

The basic idea is to pass the reverberant signal through a second filter, which inverts the reverberation process and recovers the original signal. This can be written as

\[
s(n)^*h(n)^*g(n) = \hat{s}(n)
\]  

where \( g(n) \) is the inverse filter impulse response and \( \hat{s}(n) \) is the delayed replica of \( s(n) \).

There are several well known inverse filtering methods to dereverberate the original signal [22,28,29]. The
challenge in the inverse filtering method is to find the inverse impulse response g(n). The perfect reconstruction of the original signal exists only if the room impulse response function is a minimum phase filter, whose poles and zeros are all inside the unit circle. But in practical case, most room transfer functions are non minimum phase, due to the late energy in the room impulse response and, therefore, inverse filtering based techniques have limited scope in practice [22].

3.2.2 Cepstral Filtering

Oppenheim et al. [30] proposed a single microphone dereverberation approach, using the cepstral filtering technique in which speech is considered as slowly varying in the cepstral domain, with its cepstral components concentrated around the cepstral origin. Whereas, the acoustic impulse response is characterized by the pulses with rapid ripples concentrated far away from the cepstral origin [30]. The complex cepstrum of reverberant speech $z(n)$ can be represented as

$$C_z(n) = C_s(n) + C_h(n)$$

where $C_h(n)$ is the complex cepstrum of the reverberant impulse response and $C_s(n)$ is the complex cepstrum of the speech signal. Therefore, the dereverberation can be achieved by removing the cepstral components corresponding to the impulse response by applying low time lifter in cepstral domain. Also discussed in [30] was an alternative approach, where a cepstral filtering procedure using a comb filter is considered for reducing the reverberation effect.

The cepstral filtering has been successfully applied to the enhancement of speech degraded by simple echoes [30]. Typically, frame based processing is used to calculate the cepstrum of a signal. Since reverberation effects are generally much longer than typical frame lengths, the current frame does not contain all the reverberation effects of the frame, while it also contains reverberation effects from previous frames. Besides, the cepstrum of the clean speech signal $C_s(n)$ and the cepstrum of the acoustic impulse response $C_h(n)$ typically have a large overlap, resulting in signal distortion when using low time filtering. By using an exponential windowing procedure and cepstral averaging in order to identify the room impulse response $h(n)$ before inverse filtering, a significant improvement is possible [31]. However, in practice, single-microphone cepstrum based techniques for dereverberation have a limited performance.

3.2.3 Temporal Envelope Filtering

Various single microphone algorithms are proposed using modulation transfer function (MTF) of speech [32].

According to this method the envelope of the reverberant speech can be approximated by the convolution of the clean speech signal, with the envelope of an acoustic impulse response. Therefore, the problem of enhancement reduces to the deconvolution of the room response envelope and the reconstruction of the speech signal. These methods do not require the impulse response of an environment to be measured [34]. For example, Langhans and Strube [33] proposed an enhancement method, where they appropriately filtered the envelope signals in critical frequency bands based on STFT and linear prediction [34]. They used theoretically derived inverse MTF as high pass filtering to reduce the effect of reverberation. Similarly, Aveandano and Hermanoky [32] attempted to recover the energy envelope of the original speech by applying theoretically derived inverse MTF and an optimum filter trained from clean and reverberant speech [34]. To realize this approach, it is assumed that the carrier signal of the speech and the impulse response are white noise. However, these assumptions are not accurate with regard to real speech and reverberation [34]. Therefore, this approach has not yet achieved high quality dereverberation.

3.2.4 LP Residual Enhancement

Yegnanarayana and Murthy developed a reverberant speech enhancement system by manipulating excitation source information based on the residual characteristics of speech [35]. Manipulation of the residual signal is more appropriate than the manipulation of speech signal, especially for short segments, as the residual signal samples are generally less correlated than the speech samples. On the other hand, for manipulation of the speech signal directly, the choice of the size and shape of the window may affect the results significantly. The processing method involves identifying and manipulating the linear prediction residual signal in different regions of the reverberant speech signal, namely, regions in which there is high SRR, low SRR and reverberant component only. Generally, there will be changes in the excitation characteristics both at the fine and gross levels, during speech production. The fine level changes may be from closed phase to open phase in a pitch period and the gross level changes may be from silence to voiced excitation. The weight function for the excitation source signal is derived at two different levels, namely, gross and fine levels to obtain the enhanced signal. The gross level weight function is derived to identify the high SRR and low SRR regions of the reverberant speech and the fine level weight function is derived to enhance the instants of significant excitation of original signal. In [35], gross level identification is done using the entropy of the distribution of the samples in the LP residual signal and fine level identification is done using the normalized prediction error. The authors also observed that there was a reduction in the flatness of the spectral
envelope, owing to reverberation. Thus, the LP coefficients are manipulated to increase the spectral flatness. Finally, the enhanced speech signal is resynthesized from the processed LP residual signal and the coefficients. In [36], the authors proposed a multi-channel speech enhancement technique by exploiting the features of the excitation source in speech production. The Hilbert envelope (HE) of LP residual was used to derive the information of the strength of excitation. A weight function was derived by coherently combining the delay compensated HEs of the LP residual signals from the different microphones. The enhanced speech was again obtained by exciting the time-varying all-pole filter with the LP residual modified by the weight function.

In [37], the authors presented a spatiotemporal averaging method for the enhancement of reverberant speech. The basis was that the waveform of the LP residual between adjacent larynx-cycles varied slowly, so that each such cycle could be replaced by an average of itself and its nearest neighboring cycle. The averaging resulted in the suppression of spurious peaks in the LP residual, caused by room reverberation. Finally, a speech signal with reduced reverberation was synthesized with the enhanced LP residual.

Most of the LP residual techniques rely on the important assumption that the calculated LP coefficients of the all-pole filter are unaffected by the multi-path reflections of the room. Gaubitch and Naylor showed that this assumption holds only in a spatially averaged sense, and that it cannot be guaranteed at a single point in space for a given room [38]. Recently, Gaubitch et al. used statistical room acoustic theory for the analysis of the auto regressive (AR) modeling of reverberant speech [39]. They investigated and showed that proper calculation of the LP coefficients, i.e., using spatially averaged LP coefficients, improved the quality of LP residual enhancement techniques.

3.3 Multi-Stage Algorithms

During the last decade, several multi-stage algorithms were proposed for the enhancement of reverberant speech. In [26], Nakatani and Miyoshi proposed a system capable of blind dereverberation of one microphone speech, by employing the harmonic structure of speech. In this system, a sinusoidal representation was used to approximate the direct sound in the reverberant environment and adaptive harmonic filters were first employed to estimate the voiced clean speech from the reverberant speech signal. This estimation was then used to derive a dereverberation filter. This method, however, requires accurate estimation of the fundamental frequency from the reverberant speech. Wu and Wang [40] proposed a two-stage model to enhance reverberant speech. In the first stage, an inverse filter of the room impulse response was estimated, to increase the SRR by maximizing the kurtosis of the LP residual. In the second stage, long term reverberation effects were removed using the spectral subtraction approach. In [41], a hybrid dereverberation method was proposed, which combined correlation based blind deconvolution and modified spectral subtraction to suppress the tail of reverberation and improve the processed speech quality. Inverse filtering reduced the early reflection that constitutes most of the power of the reverberation. Then, the modified spectral subtraction suppressed the tail of the inverse-filtered speech.

4. Enhancement of Multi-speaker Speech

A source of degradation, which is more difficult to handle owing to the speech of a competing speaker, is popularly known as cocktail party effect. This case is difficult for enhancement because the degrading signal too has the characteristics of speech, which makes it difficult to distinguish it from the desired signal. This is primarily because: (i) The pitch and formants of different talkers may cross or overlap (ii) The number of talkers is usually not known, and (iii) Each talker’s amplitudes vary within the utterance.

Several approaches have been proposed in the literature to process speech degraded by speech of competing speaker. Most of these methods may be broadly grouped into three categories – blind source separation (BSS) using independent component analysis (ICA), computational auditory scene analysis (CASA), and speech-specific approaches (SSA). Here, the first two categories are well known to the speech processing community. Speech processing in a multi-speaker environment is also attempted by the speech processing community, with an aim to use available speech-specific knowledge, like short time spectrum analysis, gross characteristics of excitation (voiced and unvoiced features), cepstrum, fundamental frequency, segmentation and masking, in time-frequency planes for separation. We group them as speech-specific approaches. Depending on the number of microphones used for collecting speech, these methods may be further classified into single and multi-channel cases. In single channel case, speech is collected over a single microphone, and the objective is to process multi-speaker speech to emphasize desired speaker’s speech. This approach is more commonly termed as co-channel speaker separation [42]. In multi-channel case, speech is collected simultaneously over several (two or more) spatially distributed microphones. Signals from all the microphones are processed to enhance the speech of one or more speakers. Separation of speech signals can be done effectively, if the speech signals are collected simultaneously over two or more microphones. This is mainly because multi-channel methods exploit the spatial diversity resulting from the fact that
desired and undesired speakers are in practice, located at different points in space. Similar to noisy speech and reverberant speech, these methods can also be grouped into temporal and spectral processing methods.

4.1 Spectral Processing Methods

4.1.1 Speech-Specific Approaches

Initial work in co-channel speaker separation evolved from speech enhancement algorithms designed for separating voiced speech from background noise, given a pitch estimate from the target talker. Pearson [42] proposed a harmonic selection method for co-channel speech separation. In this method, first the spectral peaks are identified from the windowed mixed speech spectrum. The peaks are accumulated in a table that is used to construct a histogram. The pitch (F0) of a first speaker is determined from the histogram and the F0 of the second speaker is obtained by removing the harmonics belonging to the first speaker from the peak table and repeating the histogram calculation for remaining peaks. The speech of each speaker is then resynthesized by taking inverse discrete Fourier transform (IDFT) of separated pitch and harmonics. Morgan et al. [43] proposed a harmonic enhancement and suppression algorithm for separating the two speakers. The idea was to recover the stronger speaker’s speech by enhancing his/her harmonics and formants, given a multi resolution pitch estimate. The weaker speaker’s speech is then obtained from the residual signal created, when the harmonics and formants of the stronger talker are suppressed. When there are more than two talkers in the co-channel signal, only the stronger speaker can be separated, and the separation is predicated on the basis that the speaker is always stronger and voiced.

Sinusoidal modeling of speech is also suggested to obtain the co-channel speaker separation [44]. The enhancement is achieved by synthesizing a waveform from the sine waves of desired speaker with the help of a priori sine wave frequencies or a priori pitch contour and least square estimation technique. The basic requirement of all these methods is that the voices to be separated must be periodic. Generally the separation of unvoiced speech is more difficult, as compared to voiced speech. This is mainly because of two reasons. Firstly, unvoiced speech lacks harmonic structure and is often acoustically noise-like. Secondly, the energy of unvoiced speech is usually much weaker than that of voiced speech. However, by the nature of speech production, most of the speech produced is of the voiced type, and, hence, nearly all the information is perceived from the voiced sounds itself.

4.1.2 CASA Methods

While speech enhancement using signal processing methods with satisfactory performance remains a challenge, the natural ability to enhance sounds of interest selectively by the human auditory system inspired researchers to approach this issue in a different way. In 1990, Bregman proposed the concept of auditory scene analysis (ASA) to segregate acoustic signal into streams, which correspond to different sources [45]. A typical ASA system generally consists of two main stages: Segmentation (analysis) and grouping (synthesis). In the first stage, the mixture sound is segmented into the time-frequency cells. Segmentation is performed using either the STFT or the gammatone filter bank [46]. The segments are then grouped, based on the cues that are mainly onset and offset, on harmonicity, and on position cues [47]. This ASA account has inspired a series of computational ASA (CASA) systems for sound segregation [46]. A main advantage of CASA is that it does not make strong assumptions about interference. Generally, a typical CASA system contains four stages: peripheral analysis, feature extraction, segmentation, and grouping [47]. The peripheral processing decomposes the auditory scene into a time-frequency (T-F) representation via bandpass filtering and time windowing. The second stage extracts auditory features corresponding to ASA cues. In segmentation and grouping, the system generates segments for both target and interference, and groups the segments originating from the target into a target stream. Finally, the waveform of the segregated target is synthesized from the target stream [47]. The techniques based on CASA suffer from two problems. First, these techniques are not able to separate unvoiced segments and almost in all reported results, one or both underlying signals are fully voiced [48]. Second, the vocal-tract related filter characteristics are not included in the discriminative cues for separation. In other words, in CASA techniques, the role of the excitation signal is more important than the vocal tract shape [49].

4.2 Temporal Processing Methods

4.2.1 LP Residual Enhancement

A method for processing speech from a multi-speaker environment, using excitation source information, is proposed by the authors in [50]. The speech of each speaker is enhanced with respect to the speech of the other, by performing the relative emphasis of speech signal around each instant of significant excitation of the desired speaker. The relative emphasis is achieved by giving a larger weight to the LP residual samples in the region, around the instants of significant excitation, and lower weight to the samples in the other regions [50].

The temporal processing approach proposed in [50] comprises of following steps: (i) Identification of instants of significant excitation for determining the short high energy regions corresponding to each speaker, (ii) Classification of extracted instants into two speaker classes, (iii) Weighting
the LP residual to enhance the excitation characteristics of desired speaker, and (iv) Synthesizing the enhanced speech by exciting the time-varying all-pole filter with the LP residual modified by the weight function. The HE of LP residual is used as a representation for the sequence of impulses corresponding to the instants of significant excitation of the vocal tract system [50]. When these sequences are added coherently, using the knowledge of the time-delay of each speaker, the strengths of the excitation of the desired speaker are enhanced, relative to the strengths of excitation of other speakers. From the coherently added sequence of impulses, a weight function is derived, which is used to derive a modified excitation signal. This modified excitation signal is used to synthesize speech using the vocal-tract system characteristics derived from the degraded speech.

4.2.2 Cepstral Processing

Stubbs and Summerfield [51] compared the harmonic selection procedure suggested by Parsons [42], with the cepstral transformation of speech. The cepstral transformation maps the spectral envelope to a region near the origin of the cepstral domain, and maps the harmonic excitation to a position well separated from the origin. For voiced speech, the harmonic excitation was simply an impulse with cepstrum quefrency equal to the pitch period. If the pitch peak in the cepstrum was attenuated, the harmonic excitation was reduced. The success of this filtering operation usually requires one voice to be stronger than the interfering voice. Therefore, speech separation not only depends on the processing method used but also on the nature of the degraded signal. The more separated the pitch and harmonics of each talker, the better the results to be expected.

4.3 BSS and ICA Methods

Recently, blind source separation (BSS) by independent component analysis (ICA) has received great attention. Blind separation of instantaneous mixture is achieved by the ICA, which aims at decomposing the multivariate data into a linear sum of independent components [52]. The goal in BSS is to recover a set of independent sources, given only a set of sensor observations that are generated from the individual source signals, through an unknown linear mixing process [53]. In BSS research, there are two important problems that are generally considered: Instantaneous BSS and convolutive BSS. In the case of instantaneous BSS, signals are mixed instantaneously. However, in a practical environment, signals are always mixed in a convolutive manner, because of the reverberation effects.

The BSS technique in speech signal separation was first attempted by Cardoso [54] and Jutten [55], using the principle of statistical independence of the sources [33]. Blind separation of multiple speakers was attempted where the coefficients of the finite impulse response (FIR) filters were used to represent the linear mixing of the sources. These algorithms were based on the higher order statistics of the signal’s mutual independence measure among the independent components. Later, numerous approaches have been presented using ICA in BSS for speech separation [56-58]. Even though a variety of algorithms have been proposed, all ICA algorithms are fundamentally similar. The main difference between the different ICA algorithms is the numerical algorithm used for measuring the signal independence. The basic ICA approach uses the following linear model [59]:

\[ X = AS \]  

where the vector S represents m independent sources, the matrix A represents the linear mixing of the sources, and the vector X is composed of m observed signals. The idea of the ICA is to recover the original sources by assuming that they are statistically independent. The independence assumption means that the joint PDF is the product of the densities for all sources.

\[ P(S) = \prod_i p(s_i) \]  

where \( p(s_i) \) is the PDF of source i and \( P(S) \) is the joint probability density function.

BSS using ICA achieves near perfect reconstruction of independent sources, in case of synthetic mixture of speech signals. However, when applied to a mixture of speech signals collected from real acoustic environments, the performance degrades severally due to the effect of reverberation and background noise.

Several methods have been proposed and are being proposed in the framework of BSS using ICA, to improve the performance in real acoustic environments [60]. In spite of these sustained efforts, the performance is still not satisfactory and there is a belief that using more a priori information about speech may help to improve the performance.

ICA based algorithms for separation of speech signal have been developed in the domains of both time and frequency. The time domain approach achieves good separation results, once the algorithm converges. However, these methods suffer from a large computational load, to compute convolution of long filters. The frequency domain BSS has a great advantage that the convolution in the time domain becomes multiplication in the frequency domain and it can be easily implemented using FFT with less number of computations. However, the problems with frequency domain approach are indeterminacy of scaling and permutation.
5. Summary and Conclusion

In this paper a brief review of various temporal and spectral processing approaches for the enhancement of degraded speech has been made. The review has mainly focused from the temporal and spectral processing perspective. Various temporal and spectral processing approaches for the enhancement of noisy speech, reverberant speech and multi-speaker speech have been discussed.

As it can be observed from the above discussion, the underlying principle of processing degraded speech is different in each domain of processing. Considering STFT based spectral processing, the focus of most of the spectral processing methods for speech enhancement is on the estimation (i.e., spectral characteristics of background noise, late reverberation, interfering speaker) and suppression of the degradation rather than enhancement of the characteristics of the speech signal. Information about the degradation needs to be continuously estimated, particularly in non-stationary environments wherein degradation characteristics are constantly changing. Alternatively, the temporal processing methods that use the characteristics of excitation source information primarily aim at emphasizing the high SNR/SRR regions of degraded speech signal. Therefore, no explicit knowledge of characteristics of degradation is required.

The limitation of the temporal processing methods is that the level of removal of degradation achieved may not be significant, as in the case of spectral based methods. These two approaches may, therefore, be effectively combined by exploiting their merits and aiming to minimize the demerits. For instance, in case of noisy speech, the difficulty in estimating degradation in the highly non-stationary environment for spectral processing may be carried out by using the gross weight function derived from the temporal processing as a voice activity detector to identify nonspeech regions. Similarly, in the case of reverberant speech, the temporal processing methods enhance the speech-specific features of high SRR regions in the temporal domain. The spectral subtraction based spectral processing methods reduce the late reverberation by estimating and subtracting the late reverberant spectrum from the degraded speech spectrum. The combination of these methods effectively enhances reverberant speech at high SRR regions and eliminates late reverberation. Further, each domain of processing uses independent speech-specific features for processing; that is, excitation source features for temporal processing and vocal-tract based spectral features for spectral processing. Thus, it may be possible to combine these two processing approaches for exploiting their independent nature of processing degraded speech.

Therefore, in general, the combination of temporal and spectral processing methods may lead to speech enhancement methods that are more effective and robust, when compared to any one of them. In future, combined TSP methods can be developed, which may result in improved performance, as compared to the individual temporal or spectral processing methods.
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